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Fully Scaled Transonic Turbine 
Rotor Heat Transfer Measurements 
The heat transfer to an uncooled transonic singlestage turbine has been measured in 
a short-duration facility, which fully simulates all the nondimensional quantities of 
interest for fluid flow and heat transfer (Reynolds number, Prandtl number, 
Rossby number, temperature ratios, and corrected speed and weight flow). Data 
from heat flux gages about the midspan of the rotor profile, measured from d-c to 
more than 10 times blade passing frequency (60 kHz), are presented in both time-
resolved and mean heat transfer form. These rotating blade data are compared to 
previously published heat transfer measurements taken at Oxford University on the 
same profile in a two-dimensional cascade with bar passing to simulate blade row in­
teraction effects. The results are qualitatively quite similar at midspan. The data are 
also compared to a two-dimensional Navier-Stokes calculation of the blade mean 
section and the implications for turbine design are discussed. 

Introduction 
The accurate prediction of heat transfer in high-pressure 

turbine stages has long been recognized as a key to improved 
gas turbine performance and engine life. To that end, a vast 
amount of engineering effort has been extended over the last 
forty years to provide accurate experimental measurements of 
the heat transfer distribution and to improve the accuracy by 
which that distribution can be predicted. This work has in­
cluded the measurement of two-dimensional airfoil heat 
transfer in both steady-state (Turner et al., 1985) and transient 
cascades (Shultz et al., 1977) as well as stage measurements in 
short-duration test rigs (Dunn et al., 1986). Recently, bars 
rotating ahead of a two-dimensional transonic cascade have 
been used to simulate the unsteady effects of blade row in­
teractions on rotor blade heat transfer, in particular those of 
nozzle guide vane (NGV) wake passing and shock impinge­
ment (Doorly and Oldfield, 1985). 

Of major intellectual and practical concern are the pro­
nounced differences between two-dimensional cascade heat 
transfer measurements and actual engine experience. These 
discrepancies (usually treated empirically in engine design) 
have been attributed to such factors as turbulence differences, 
blade row interactions and unsteady effects, three-
dimensional flows, and combustor exit profiles. Knowledge of 
the flow physics and the quantitative contribution of these 
phenomena is an important factor in improving turbine per­
formance and life. 

Described herein are experimental measurements and 
numerical calculations of the heat transfer to a transonic tur­
bine stage operated in a short duration test facility, which fully 
simulates all the nondimensional fluid parameters known to 
be important to turbine heat transfer. The goal of the effort is 

Contributed by the International Gas Turbine Institute and presented at the 
33rd International Gas Turbine and Aeroengine Congress and Exhibition, 
Amsterdam, The Netherlands, June 5-9, 1988. Manuscript received by the In­
ternational Gas Turbine Institute November 18, 1987. Paper No. 88-GT-171. 

to measure unsteady heat transfer to rotors in an environment 
that simulates that of a full-scale engine in as many ways as 
possible. A two-dimensional version of the turbine rotor pro­
file studied here was used by Ashworth et al. (1985) in bar 
passing experiments in a short duration cascade tunnel. Thus, 
we can use the comparison between the two-dimensional 
cascade and the three-dimensional rotor measurements to 
learn something about the relative importance of the com­
bined effects of three-dimensional flow and blade row interac­
tion on turbine heat transfer. 

Experimental Apparatus 

The experiments were performed in the MIT Blowdown 
Turbine Tunnel (Epstein et al., 1984). This facility consists of 
a supply tank separated by a large-diameter, fast-acting valve 
from the test section, which, in turn, discharges to a dump 
tank. The test section contains a 0.55 m (22 in.) diameter test 
turbine stage and rotating assembly, including an eddy brake 
power absorber and 10 kW drive motor, (Figs. 1 and 2). The 
flow path upstream of the stage includes a boundary layer 
bleed and a combustorlike contraction. In the configuration 
studied, the total temperature and pressure into the turbine are 
uniform. 

The entire facility is initially evacuated and the supply tank 
and valve heated by circulating oil. The valve is then closed 
and the supply tank filled with an argon/Freon-12 mixture 
(used to reproduce the ratio of specific heats of combustor exit 
air). The turbine rotor is now brought up to operating speed in 
vacuum. To start the test, the main valve is opened and the ed­
dy brake energized simultaneously. After a 250 ms startup 
transient, the corrected parameters are constant to better than 
1 percent for 300 ms. (The corrected weight flow is held con­
stant so long as the nozzle guide vanes are choked. The cor­
rected speed is held constant by the eddy current brake.) The 
blades and tunnel walls have sufficient thermal inertia to re-

Journal of Turbomachinery JANUARY 1989, Vol. 111/1 
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Fig. 1 The MIT Blowdown Turbine flowpath arrangement 

Fig. 2 Turbine stage geometry 

main at approximately constant temperature during the test 
time. 

The facility has been designed to simulate closely all the 
nondimensional parameters important to turbine fluid 
mechanics and heat transfer: Reynolds number, Mach 
number, Prandtl number, Rossby number, ratio of specific 
heats, corrected speed and weight flow, and gas-to-metal 
temperature ratios. The principal scaling is to reduce the initial 
turbine metal temperature to room temperature, while keeping 
the gas-to-metal temperature ratio constant. 

The design conditions of the tunnel are summarized in 
Table 1. (Note that the working fluid is an argon/Freon-12 
mixture selected so that the ratio of specific heats (7) is that of 
vitiated air (1.28).) The design parameters for the turbine are 
presented in Table 2. Solid (uncooled) blading was used for 
these tests. Turbulent intensity was measured with a hot wire 
in the inlet duct just after the boundary layer bleeds (but 
before the contraction) where the axial Mach number is 0.07. 
The level was 0.5 percent and the spectrum was essentially flat 
to 5 kHz. 

Fairly conventional temperature, pressure, and rpm 
transducers are used to measure the "steady-state" operating 
conditions of the tunnel. The primary instrumentation is thin 
film heat flux gages distributed about the rotor blade profile. 
These transducers measure both the d-c and a-c components 
of heat flux. The heat flux gages consist of two thin film (140 
nm thick) nickel temperature transducers mounted on either 
side of a 25-fim-thick polyimide insulator. The sensing area is 
rectangular (1.0x1.3 mm), oriented such that the longer 
dimension is in the chordwise direction. The insulator is 
adhesively bonded to, and completely covers, the blade profile 
(preventing thermal discontinuities). At low frequencies, the 
temperature drop across the insulator is a direct measure of 
the heat flux to the wall (the device is essentially a thermal 
shunt). This direct proportionality between heat flux and 
temperature difference extends from d-c to about 20 Hz, at 
which point the thermal waves within the insulator begin to 

Table 1 MIT blowdown turbine scaling 

Full Scale MIT Blowdown 

Flu id 
Rat io Spec i f i c Heats 
Mean Metal Temp. 
Metal/Gas Temp. Rat io 
I n l e t To ta l Temp. 
Cooling Air Temp. 
A i r f o i l Cooling Air 
True NGV Chord 
Reynolds Number 
I n l e t P r e s s . , atm 
Ou t l e t P r e s s . , atm 
Out l e t To ta l Temp. 
P rand t l Number 
Eckert Numbert 
Rotor Speed, RPM 
Mass Flow, kg / sec 
Power, wat t s 
Test Time 

A i r 
1.28 
1118°K (1550e 

0.63 
1780QK (2750c 

790°K (960°F) 
12.5% 
8.0 cm 
2.7 x 106 

19.6 
4 . 5 
1280°K (1844° 
0.752 
1.0 
12,734 
49.00 
24,880,000 
Continuous 

F) 

F) 

F) 

Ar-Rl2 
1.28 
295°K (72°F) 
0.63 
478°K (400°F) 
212°K (-77°F) 
12.5% 
5.9 cm 
2.7 x 106 

4 . 3 
1.0 
34?°K (160°F) 
0.755 
1.0 
6,190 
16.55 
1,078,000 
0.3 sec . 

Based on NGV chord and isentropic exit conditions, 
t (Y-1)M2T/AT 

Table 2 Turbine design parameters 

Turbine Loading, AH/u2 -2 .3 
Tota l Pressure Ratio 4 .5 
Veloci ty Rat io , Cx/U 0.63 
Rotor Aspect Ratio 1.5 
NGV Exi t Mach No. 1.18 

damp. Above 1 kHz, however, the 25-/zm-thick insulator ap­
pears infinitely thick to the top surface. Thus, above this fre­
quency, a quasi-one-dimensional assumption can be used to 
infer the heat flux from the top surface temperature history 
(blade passing frequency is 6 kHz). Using a numerical data 
reduction technique, the entire frequency domain from d-c to 
100 kHz is reconstructed. The gages were calibrated using a 
pulsed laser. The relative gauge calibrations are accurate to 
better than 5 percent. Absolute calibration accuracy is about 
10 percent. Details of the gage theory, data reduction, and 
calibration may be found in Epstein et al. (1986). 

The rotor heat flux gage signals are transmitted through un­
cooled slip rings, amplified and filtered, and then recorded on 
a 12 bit A/D system at 200,000 Hz sampling rate per channel. 
All signals are sampled simultaneously. Up to 20 million 
samples can be taken during a test. 

This was the first test series with rotor mounted heat 
transfer gages in this facility. Gages were mounted about the 
chord at the midspan position only due to scheduling 
constraints. 

Numerical Procedure 

The numerical predictions were done with a program 
(ANSI-2D) that calculates a solution for the two-dimensional 
Reynolds-averaged Navier-Stokes equations. The beginning 
and end of transition is set by the user, and the turbulence is 
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Fig. 3 Grid used for the two-dimensional calculation. Note the O-type 
grid about the blade is omitted from the lowest blade for clarity. 

2400 

6 1600 

800 

O On Rotor Measurements 

2-D N.S. Calculations 

-0 .6 
SS 

-0 .2 0.2 
Surface Length 

0.6 
PS 

.00 

Fig. 4 Design point time-averaged rotor heat flux measurements and 
two-dimensional Navier-Stokes calculation 

modeled as the additional turbulent viscosity given by the 
Cebeci-Smith model (Cebeci, 1970). At the inflow, the stagna­
tion enthalpy, stagnation pressure, and flow angle are 
specified, and at the outflow, the static pressure is specified. 
On the blade surface one can specify either the wall 
temperature (used here) or zero heat flux for adiabatic 
conditions. 

The numerical procedure is to integrate in time the unsteady 
Navier-Stokes equations using a finite-volume, explicit, 
multistep method, similar to that used by Jameson et al. 
(1981) (for calculating inviscid flows) and Swanson and Turkel 
(1985) (for calculating viscous flows). A blend of second-order 
and fourth-order smoothing is used to suppress numerical 
oscillations. In time-accurate calculations, the maximum 
stable time step is severely limited by the fine grid resolution in 
the boundary layer, so for steady-state calculations performed 
here, convergence is accelerated through the use of varying, 
local time steps, and implicit residual smoothing. 

The grid (Fig. 3) used was of the type described by Norton et 
al. (1984) and employed an O-type grid about the blade for 
ready calculation of the eddy viscosity in the boundary layer 
(since the mesh is normal to the blade surface). The O grid is 

0.4 0.6 
Surface Length 

Fig. 5 Profile pressure distribution calculated with two-dimensional 
Navier-Stokes code 

-1.0 -0.8 -0.6 1.0 -0.4 -0.2 0.0 0.2 0.4 0.6 0.8 

SS Surface Length PS 
Fig. 6 Profile wall shear distribution calculated with two-dimensional 
Navier-Stokes code 

embedded in a C-type grid used to enhance resolution in the 
blade wake. The C grid is in turn embedded in an H grid used 
for the through flow calculation. Near the leading edge, the O 
grid resolution is low in the streamwise direction resulting in 
elongated cells in the boundary layer near the stagnation 
point. The grid resolution normal to the blade surface for the 
O, C, and H grids is 5, 11, and 16 nodes, respectively. A total 
of 5100 cells was used. 

For the calculations presented here, the inflow conditions 
and wall temperature were matched to those of the experi­
ment. The code has no empirical, adjustable "knobs" other 
than the transition location. Transition was specified as a 
point near the leading edge of the airfoil (x/s = 0.01). 

Time-Averaged Results 

The time-averaged heat transfer distribution measured 
about the midspan profile is shown in Fig. 4 along with the 
results of the two-dimensional calculation. The heat transfer 
coefficient is presented as Nusselt number, defined in terms of 
the rotor blade axial chord, inlet relative total minus local pro­
file temperature, and thermal conductivity based on local 
temperature. The local profile temperatures used were those 
measured by the top sensors on the heat flux gages. Unless ex­
plicitly indicated, the uncertainties in the measurements are 
less than the size of the symbols. Surface length (x) is defined 
with the geometric axial leading edge as the zero reference. 
The calculated pressure distribution and wall shear are 
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Table 3 Comparison of rotating stage and cascade test conditions 

Rotor Cascade* 

A x i a l C h o r d 
T a n g e n t i a l C h o r d 
R a t i o o f S p e c i f i c H e a t s 
M o l e c u l a r W e i g h t 

B l a d e R e l a t i v e T o t a l P r e s s u r e 
B l a d e R e l a t i v e I n l e t Temp. 

[ T T O T / T B L A D E 1 r e l a t i v e 
Wake P a s s i n g F r e q u e n c y 

2 5 . 7 mm 
3 0 . 4 mm 
1 . 2 9 
6 0 . 6 
1 .77 a t m 
404C'K 
1 .3 
3 . 3 kHz 

3 4 . 8 mm 
4 1 . 2 mm 
1.4 
2 9 . 0 
2 . 4 5 a t m 
432°K 
1 .5 
4 . 2 kHz 

* Ashworth et al. (1985) 

presented in Figs. 5 and 6, which show the stagnation point 
(zero skin friction) to be at approximately 5 percent of surface 
length on the pressure surface. There is a small overspeed evi­
dent on the suction surface. 

As can be seen, except for near the leading edge, the rotor 
measurements agree quite well with the fully turbulent two-
dimensional prediction. A dip in heat transfer at about 80 per­
cent surface distance on the suction surface, evident in both 
the measurements and calculations, is seen in the calculation 
as due to the impingement of the oblique expansion wave from 
the trailing edge of the adjacent blade. The large spike in the 
calculated heat flux at the trailing edge is an artifact of the 
lightly damped steady solution of what is physically an 
unsteady flowfield. Time-accurate solutions of this airfoil 
show vortex shedding at the trailing edge. The pronounced 
downspike near the leading edge in the calculation results 
from the greatly elongated cells used in this region of the 
boundary layer and the spatial first-order accuracy of the 
boundary conditions at the wall combining to limit accuracy in 
this area. 

These results are replotted in Fig. 7 with data taken from 
cascade tests at the University of Oxford (Fig. 10b of 
Ashworth et al., 1985) on the same profile shape (at larger 
physical scale) at similar conditions (Table 3). The cascade 
data plotted are those with low free-stream turbulence (0.8 
percent) and bar passing generated disturbances (shock waves 
and wakes) upstream of the blade row. All Nusselt numbers iri 
this paper are presented with reference to the blade axial chord 
length and thermal conductivity based on local surface 
temperature. Because the Reynolds number of the rotor test 
was about 15 percent lower than that for the cascade, the 
cascade data are plotted both as presented in Ashworth et al. 
(1985) and scaled by the Reynolds number ratio to the 0.8 
power. (This scaling is shown without necessarily endorsing a 
0.8 power relation.) Overall, the agreement between an ab in­
itio two-dimensional calculation, two-dimensional cascade 
tests, and full-stage tests is quite close. 

Near the stagnation point, the cascade results are higher 
than those for the rotor. This may be simply due to the larger 
chordwise extent of the MIT heat flux gages (5 percent of axial 
chord compared to the Oxford gages' 2 percent) averaging the 
stagnation peak down. Also, the level here will be quite sen­
sitive to the actual gage placement and stagnation point posi­
tion relative to the nose of the blade. Along the pressure sur­
face, the Reynolds number corrected cascade data closely 
agree with the rotor data and calculations for the first 2/3 of 
the chord with the cascade data 10-15 percent higher near the 
trailing edge. Similarly, the suction surface measurements 
agree over the first 2/3 of the blade but the cascade data are 50 
percent higher near the trailing edge. It is near the trailing edge 
that we might expect the non-two-dimensional effects to be the 
most pronounced (although the calculation is two-dimensional 
and agrees with the rotor measurements). Note that the rotor, 
cascade, and calculation all show the dip near the suction sur­
face trailing edge due to expansion wave impingement. 

The rotor data, calculation, and cascade data are replotted 

4000 

3 0 0 0 

2 0 0 0 

1000 

0 

• 
Rotor 
Cascade, Rot. Bars S No Grid 
Cascade, (Re) '8 Corrected 
2 -D N.S. Calculat ion 

-1.0 -0 .6 
SS 

0.6 
PS 

1.0 - 0 . 2 0.2 
Surface Length 

Fig. 7 Comparison of time-averaged heat flux (a) calculated with two-
dimensional Navier-Stokes code, (b) measured on a turbine rotor, (c) 
measured on the same profile in a two-dimensional cascade with bar 
passing and low turbulence (Ashworth et al., 1985), and (d) the cascade 
measurements corrected for Reynolds number variation 
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2 0 0 0 

1000 

0 

I I I I 
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— A Cascade, Rot. Bars a Turb Grid 

• Cascade, Rot. Bars a No Grid 
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- I . 0 I.O - 0 . 6 - 0 . 2 0.2 0.6 
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Fig. 8 Comparison of time averaged heat flux calculated with two-
dimensional Navier-Stokes code, measured on a turbine rotor, and 
measured on a cascade with bar passing at two free-stream turbulence 
levels—no grid (0.8 percent) and turb grid (4 percent). The cascade data 
have been corrected to the same Reynolds number as the rotor 
measurements. 

in Fig. 8 with bar passing data from the same cascade but at 
higher (4 percent) free-stream turbulence (Ashworth et al., 
1985, Fig. 10a). Both sets of cascade data have been Reynolds 
number corrected. There is little difference on the suction sur­
face, but the initial region of the pressure surface has 30 per­
cent higher heat transfer with higher turbulence. This will be 
discussed later. 

Time-Resolved Measurements 

Time-resolved measurements of the Nusselt number 
distribution measured about the rotor profile are shown in 
Fig. 9. These are ensemble averages of 360 consecutive blade 
passings. (Thus, all blade passages appear as identical in the 
figures.) The time jitter in the averaging is less than 1/28 of 
blade passing. A comparison of the ensemble-averaged and in­
stantaneous temperatures measured by the top sensors at two 
heat flux gage locations on the suction surface is shown in Fig. 
10 (gage 7 at x/s = 0.10 and gage 9 at x/s = 0.31, where 5 is sur­
face length). The small fluctuations (0.2 deg) are a combina­
tion of slip ring noise, electrical noise, and flow fluctuation. 
These are effectively filtered by the ensemble technique. Since 
this procedure can also obliterate aperiodic data, the "raw" 
temperature traces were examined in detail before generating 
any conclusions about the averages. For the most part, little 
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Fig. 9 Ensemble average of time-resolved heat flux measurements 
about the rotor blade midspan 
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Fig. 10 Comparison of measured instantaneous and ensemble-
averaged wall temperature at two suction surface locations 

was lost in the ensemble procedure implying that the flow is 
quite periodic with blade passing and that the tunnel operating 
conditions are stable. 

With reference to Fig. 9, the heat flux at the nose of the 
blade shows about 20 percent modulation at blade passing fre­
quency. A broad, coherent disturbance can be seen prop­
agating down the pressure surface of the blade, suggestive of 
wake convection down the passage. There is no evidence of a 
sharp rise characteristic of a shock wave interaction. This is to 
be expected in this geometry since the leading edge of the blade 
shadows the pressure surface from the NGV trailing edge 
shock wave (see Fig. 2 of Doorly and Oldfield, 1985 for 
example). 

The time-resolved heat flux measured on the suction surface 
shows very large blade passing modulation ranging from 
70-90 percent near the leading edge to 30-40 percent at the 
trailing edge. As on the pressure surface, the time histories are 
quite similar to those reported from bar passing in cascade ex-

0 1 2 3 

Time (Blade Passings) 

Fig. 11 Comparison on suction surface of MIT rotor measurement 
(0.08<x/s<0.12) with that from two-dimensional bar passing cascade 
test (x/x = 0.08) at 4 percent free-stream turbulence (Ashworth et al., 
1985, Fig. 15) 

periments previously referenced. In particular, the rotor data 
would seem to fit quite well the model from Doorly and 
Oldfield (1985) in which the shock wave from the NGV (in this 
case) trailing edge impinges near the crown of the suction sur­
face (between gages 9 and 11), generating a shock-induced, 
transient separation, which causes the very low heat transfer 
level (the down spikes on gage 9). The shock wave then sweeps 
forward toward the leading edge, inducing the very large up 
spike evident at x/s = 0.l (gage 7). The disturbance is con­
verted down the suction surface, resulting in a fluctuation of 
40 percent of the mean level at the trailing edge. 

Time-resolved rotor data on the suction surface are re-
plotted with two-dimensional bar passage cascade data at 4 
percent turbulence in Fig. 11 (rotor 0 .08<JCA<0.12 , cascade 
x/s = 0.08, Ashworth et al., 1985, Fig. 15b) and in Fig. 12 at 
x/s = 0.31 (Oldfield, 1987). At *A = 0.08 (Fig. 11), distinct 
"wake" and "shock" spikes are evident in the cascade but not 
in the rotor, where only the larger "shock" (presumably) 
spike can be seen. This may be consistent with the observation 
in the cascade that the magnitude of the wake disturbance 
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Fig. 12 Comparison at x/s = 0.31 on suction surface of MIT rotor 
measurements and two-dimensional bar passing cascade test at 4 per­
cent free-stream turbulence 

decreases with decreasing freestream turbulence. At x/s = 0.31 
(Fig. 12), the rotor shows a pronounced double spike, which 
the cascade does not. (Work in progress on a time-accurate 
multiblade row calculation leads us to suspect that one peak 
results from the direct impingement of the NGV shock on the 
blade while the second results from a secondary reflection of 
the shock back from the NGV.) It is interesting to note that, at 
both locations, the degree of modulation is considerably 
(30 — 40 percent) larger for the rotor than for the cascade, even 
though the rotor data presented are a 360-blade average and 
therefore presumably softened. The implication is that the 
unsteady interactions are stronger on the rotor than in the 
two-dimensional cascade, although similar in nature. 

Discussion 

Overall, both the mean level of heat transfer and the de­
tailed time histories in a fully scaled turbine stage (i.e., 
rotating, three-dimensional) and in a two-dimensional cascade 
with bar passing are remarkably similar. We infer from this 
that (with uniform flow at the stage inlet) the heat transfer 
processes at midspan on this transonic rotor are largely two-
dimensional. The time-resolved measurements in particular in­
dicate that the bar passing technique can accurately model the 
unsteady heat transfer processes in a high-speed turbine rotor 
and is thus a powerful tool for research in this area. 

It is important to note that there is not complete agreement 
between the mean levels measured in the rotating rig and two-
dimensional cascade. Along the pressure surface, the time-
averaged heat transfer in the rotating rig test with a very low 
level of turbulence inlet to the NGV are quite similar to those 
in the two-dimensional cascade with low levels of turbulence. 
However, the rotor data do not clearly show the abrupt rise in 
heat transfer at the midblade position seen in the low-
turbulence cascade data, which is suggestive of transition. 
Thus, we find it difficult to infer much about pressure side 
transition from comparison among the three data sets in Fig. 
8. The data do suggest that blade row interactions (NGV 
shock motion due to potential interactions, vortex shedding, 
etc.) are not necessarily inherent sources of high levels of 
velocity fluctuations (turbulence). We do not at this time offer 
an explanation for the differences near the suction surface 
trailing edge. 

The agreement between the time-averaged measurements 
and the fully turbulent calculation should not be construed as 
implying that a rotor is always turbulent (the converse can 
clearly be seen in the time-resolved data). Rather, it indicates 
that ab initio Reynolds-averaged Navier-Stokes calculations 
can give quite reasonable results (while the difficulties at the 
leading and trailing edge imply that work remains to be done 

in this area). Prediction of the effective transition point cer­
tainly remains a principal concern. It is important to note that 
the measurements along the beginning of the suction surface 
show very high levels of modulation (90 percent) while agree­
ing in the mean with a fully turbulent prediction. This implies 
that much of the heat flux is at levels greater than that for a 
turbulent boundary layer. In fact, the peak heat transfer rates 
near the suction surface leading edge (gage 7) are three times 
the turbulent mean level. Thus, the heat transfer processes in 
this region (and their control) may continue to be an active 
research area, even if the influence on the integrated heat 
transfer is small. 

The data reported herein may be of most interest for what 
they do not show. No large discrepancy is apparent between 
two-dimensional cascade data, two-dimensional predictions, 
and the fully rotating environment, especially on the pressure 
surface. Thus, the significant difference between cascade data 
and engine experience may not be simply explained in terms of 
blade row interactions and three-dimensional effects. The only 
phenomena identified as not being accurately modeled in the 
current experiment are the very high levels of turbulent inten­
sity (both velocity and temperature) characteristic of engine 
turbine inlet (combustor exit) flows and the large temperature 
and pressure profiles (both radial and circumferential) at the 
turbine inlet common to full scale engines. The radial 
temperature profile looks particularly interesting in this 
respect (Butler et al., 1986). 

Conclusions 

The primary conclusions of this study of midspan heat 
transfer in a transonic turbine stage with uniform inflow are 
the following: 

1 Mean heat transfer levels with rotation are generally well 
predicted by two-dimensional cascade bar passing tests, ex­
cepting the last part of the suction surface where the rotor 
results are 40 percent lower. 

2 The heat transfer levels on the rotor are consistent with 
cascade measurements with low levels of inlet turbulence. 

3 The time unsteady heat transfer histories are similar in 
both the rotating stage and two-dimensional bar passing 
cascade tests. 

4 A two-dimensional Navier-Stokes prediction does a 
creditable job in predicting mean rotor heat transfer levels. 

5 Rotating, three-dimensional, and blade row interactions 
do not in themselves explain the difference between cascade 
results and full-scale engine heat transfer levels. 

Further work in this area is certainly suggested. Heat 
transfer in the regions near the endwalls (hub and tip) where 
two-dimensional results would not be expected to apply and 
the effects of nommiformities at the turbine inlet are par­
ticularly of interest. 
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Phase-Resolved Heat-Flux 
Measurements on the Blade of a 
Full-Scale Rotating Turbine 
This paper presents detailed phase-resolved heat-flux data obtained on the blade of a 
Teledyne 702 HP full-stage rotating turbine. A shock tube is used as a short-
duration source of heated air and platinum thin-film gages are used to obtain the 
heat-flux measurements. Results are presented along the midspan at several loca­
tions on the blade suction and pressure surfaces from the stagnation point to near 
the trailing edge. For these measurements, the turbine was operating at the design 
flow function and at 100 percent corrected speed. Results are presented for the 
design vane/blade spacing (0.19 Cs) and at a wide spacing (0.50 C s). Data are also 
presented illustrating the phase-resolved blade heat-flux distribution with upstream 
cold gas injection from discrete holes on the vane surface. The results illustrate that 
several successive passages can be superimposed upon each other and that a heat-
flux pattern can be determined within the passage. A Fourier analysis of the heat-
flux record reveals contributions from the fundamental and first harmonic of the 
passage cutting frequency. Time-resolved surface pressure data obtained on the 
blade pressure surface are compared with heat-flux data. 

1 Introduction 

Turbomachinery flow fields are inherently unsteady because 
of the disturbances generated when rotating blades transit 
nozzle vane wakes and exit passages. Years of experience has 
illustrated that these flows can be considered to be quasi-
steady and satisfactory flow field predictions can be per­
formed. However, the state of the art has progressed to the 
point where relevant unsteady calculations can now be per­
formed and supporting measurements of the unsteady flow 
field can be made. Significant current research is directed at 
determining the influence of flow-field unsteadiness on the 
blade heat-flux and surface-pressure distributions, on the in­
ner blade-row gas-dynamic parameters, on the state of the 
blade and vane surface boundary layers, and on the stage effi­
ciency. The results reported in this paper will emphasize 
phase-resolved1 heat-flux data on the rotating blade and will 
demonstrate the influence of vane/blade spacing and cold gas 
injection on these phase-resolved data. Limited time-resolved 
surface pressure data obtained on the rotating blade will also 
be presented. 

The term "phase" is used here to denote the pitchwise angular displacement 
of a given rotor blade with respect to the stator vanes. It varies across each stator 
passage, in a sawtooth fashion, between the limits zero and 360 deg /B, where B 
is the number of stators. The term "phase resolved" denotes time-resolved data 
that are presented as a function of phase, rather than as a function of time. The 
term "phase averaged" denotes an ensemble average in which phase-resolved 
data at a given phase, over a succession of stator passages, are taken to be dif­
ferent realizations of the same event. This averaging is referred to by Adamczyk 
(1985) as passage-to-passage averaging. 

Contributed by the International Gas Turbine Institute and presented at the 
33rd International Gas Turbine and Aeroengine Congress and Exhibition, 
Amsterdam, The Netherlands, June 5-9, 1988. Manuscript received by the In­
ternational Gas Turbine Institute June 1987. Paper No. 88-GT-173. 

Papers relevant to unsteady flow fields in turbomachinery 
have been present in the literature for at least the past 35 years. 
Early work by Kemp and Sears (1953, 1955) provided the 
ground work for much of the research that was to follow. 
Subsequently, Giesing (1968), Parker (1969), and Kerrebrock 
and Mikolajczak (1970) made valuable contributions to the 
understanding of these problems. More recently, Dring et al. 
(1980, 1981, 1982) have used a large-scale rotating axial tur­
bine stage to obtain valuable experimental data on the nature 
of the unsteady flow field. Also, Hodson (1984, 1985a, 1985b) 
has used several different facilities to study wake-generated 
unsteadiness in vane exit passages and to perform 
measurements of boundary-layer transition and flow separa­
tion. Detailed measurements of the unsteadiness in the rotor 
incoming flow are presented in Hodson (1985b) that illustrate 
the change in incidence angle and the change in turbulence 
associated with the vane wakes. 

Another extensive research program concerned with 
unsteady flow fields was reported by Gorton and 
Lakshminarayana (1976). They reported the results of several 
programs designed to measure the boundary-layer and tur­
bulence characteristics inside turbomachinery rotor passages 
using a large-scale, slowly rotating rig as the test device. 
Binder et al. (1985, 1987) reported the results of laser 
velocimeter measurements in the unsteady rotor flow field. 
These authors demonstrate very high turbulence levels 
associated with the vane wakes. Sharma et al. (1985) presented 
the results of an extensive study conducted to obtain low-
speed rig data on the unsteady flow environment associated 
with axial flow turbines. Doorly and Oldfield (1985) used a 
piston-driven tunnel and a system of rotating bars to simulate 
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the effects of shock waves and wakes shed from a nozzle on
the blade. The Schlieren photographs presented by Doorly and
Oldfield (1985) are helpful in interpreting the results presented
herein because they illustrate the rather extensive nature of the
vane wake, and the manner in which these wakes interact with
the blade.

The purpose of this paper is to present a detailed set of
phase-resolved heat-flux data obtained on the blade of the
Teledyne CAE full-stage rotating turbine. For several blade
locations, the predicted heat-flux values are compared here to
the measured phase-dependent heat flux. Two previous papers
by Dunn and Chupp (1987, 1988) have described in detail the
steady-state gas-dynamic parameters and Stanton number
distributions for this turbine. In Dunn and Chupp (1988), the
distribution of nozzle inlet and rotor exit total pressure and
total temperature, the stage static pressures, the turbine
operating conditions, the steady-state vane and blade Stanton
number distributions, and comparisons of these distributions
with various prediction techniques were all presented. In Dunn
and Chupp (1987), the influence of vane/blade spacing on the
steady-state vane and blade Stanton number distributions at
two different spacings (0.19 Cs and 0.50 Cs )' with and without
discrete hole injection, was presented. While the
measurements noted above were being performed, the time­
resolved (or phase-resolved) data reported in this paper were
also being obtained. Two earlier papers (Dunn et aI., 1986;
George et aI., 1987) provide a description of the analysis
techniques that were previously developed at the Calspan-UB
Research Center to obtain instantaneous heat-flux values from
the thin-film gages at a sampling frequency consistent with the
requirements of this experiment. Several changes have been
made to the electronics of the data recording system since the
experimental data reported by Dunn et al. (1986) were taken.
These changes were incorporated into the data collection
system used for this work and they will be described later in
this paper. Previous papers by Dunn et al. (1986), Dunn and
Hause (1982), Dunn et al. (1984a), and Dunn (1986) have
described time-resolved rotor shroud pressure and time­
resolved blade heat-flux measurements for a different turbine,
the Garrett TFE 731-2 HP.

2 Experimental Apparatus

The experimental apparatus used in this work has previous­
ly been described in depth and will not be repeated here. Only
those portions of the apparatus important to the clarity of this
paper will be included.

The high-pressure turbine stage was taken from a Teledyne
J402-CA-702 turbojet engine. The turbine stage of this engine
is a highly loaded, moderately high reaction, state-of-the-art
design with an aspect ratio near unity. The corrected speed is
19,510 rpm, the corrected weight flow is 3.92 Ib/s, and the
overall total-to-total pressure ratio is 3.62. There are 23 nozzle
guide vanes, which are convectively cooled and have pressure­
side and suction-side discrete hole injection. The injection on
each side is from a single spanwise row of circular cooling
holes. The turbine has 35 uncooled blades, which are highly
tapered, highly cambered, and have elliptical leading edges.
The model constructed to house the turbine stage was designed
so that the vane/blade spacing could be either 0.19 Cs (close
spacing) or 0.50 Cs (wide spacing). The spacing was increased
by moving the nozzle forward and inserting a spacer to pro­
vide the proper air seal between the vane exit and the rotor
entrance.

The thin-film gage instrumentation used to perform the
measurements described here consisted of contoured leading­
edge inserts and flush-mounted button-type gages. The in­
strumentation was concentrated on the blade meanline but a
few measurements were obtained at other selected locations as
described in Dunn and Chupp (1988). Heat-flux

Journal of Turbomachinery

measurements were obtained for 21 locations on the vane and
for 45 locations on the blade.

Figure 1 is a photograph of one of two blade-leading-edge
inserts. Each insert had 12 gages, with the distribution of
gages selected so that one insert provided a close spacing on
one surface (on the order of 1 mm or 0.040 in.) and a wider
spacing on the other surface. The second insert has a close
gage spacing on the side for which the first insert had a wide
spacing. Each of these inserts was contoured to the blade
leading-edge profile prior to painting the thin-film gages. The
particular insert shown in Fig. 1 contains one gage at the
geometric stagnation point, eight gages on the suction surface,
and three on the pressure surface.

For the rotor speeds used here (27,000 rpm), a blade
traverses a vane passage in 97 p,s, which corresponds to a
wake-cutting frequency of approximately 10 kHz. However,
in order to sample these data properly as described in Dunn et
al. (1986), the overall system frequency response must be
substantially greater than 10 kHz. The frequency response of
the system used here was limited by the bandwidth of the gage
follower amplifiers and subsequent low pass filters, which for
this experiment were set with the -3 dB point at 100 kHz.

The output from the gage amplifiers was directly recorded
on two lO-bit transient recorders, a Data Laboratories 2000
series and a Physical Data 515A. Both of these were eight­
channel units with a storage capability of 4K words/channel
and could be sampled at a frequency in the 200 kHz to 2 MHz
range. The sampling on these devices was controlled by means
of a shaft encoder installed on the rotor assembly providing
720 pulses per revolution and one pulse per revolution. At the
time of model assembly, the leading edge of one of the inserts
was carefully aligned with the trailing edge of a known vane,
as will be described in Section 5.1. The shaft encoder was then
adjusted so that the one pulse per revolution always occurred
at this alignment point. The vane passages are then 15.65 deg
or 31.3 pulses apart. The output signal from the shaft encoder
was used as an input to the recording equipment in order to
sample the blade data at the same angular location within the
passage from one revolution to the next, thus phase resolving
the data. This technique resulted in an average sampling fre­
quency on the order of 315 kHz, a value well above twice the
highest frequency as required by the Nyquist criterion. The
recorder used to store these data had capacity for 4000
words/channel. Therefore, it was possible to record two and

Fig. 1 Photograph of blade suction surface leading edge Insert
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one half to three rotor revolutions during the test-time dura­
tion. One channel of the recorder was used to record a 10 kHz 
timing pulse in the form of a ramp signal in order to derive the 
arrival time of each encoder pulse. The absolute time and 
angular location of each sample is then known. 

Dunn et al. (1986) noted that some of the features of the 
data could not be readily explained by the analysis and that 
electronic noise combined with frequency splitting due to 
sampling the slightly accelerating turbine data at constant time 
intervals made it difficult to recognize the character of the 
passage heat flux easily. Therefore, prior to obtaining the 
results reported here, the electronic system and the amplifiers 
used in the thin-film gage temperature recording circuits were 
redesigned and rebuilt. These amplifiers were constructed to 
provide capability of wide band (200 kHz), low noise (less 
than 3 bits out of 1024 bits), single gain data recording and 
were powered by d-c voltage (batteries). Great care was taken 
in providing electrical shielding and adequate grounding for 
all of the equipment. Where possible, batteries were used as 
the power supply for the electronic equipment. The noise level 
on each individual heat-flux gage channel was measured 
through the entire recording system (including the slip ring) 
with the turbine rotating. For all channels, the prerun system 
noise measured at the recording device just prior to recording 
the data (with the turbine at full speed) was less than 5 bits out 
of 1024 bits. Throughout the measurement program, an at­
tempt was made to use as large a portion of the 1024 bits as 
possible for data recording. Figure 2 is a schematic of the data 
recording system used in this work. For the data presented 
here, the number of bits utilized on any given channel ranged 
from 600 to 1000. In several cases, the data range for a par­
ticular channel was from 10 to 1000 bits. 

3 Data Processing 
The technique for recording the unsteady heat-flux values 

from the phase-sampled gage temperature data was shown 
schematically in Fig. 2. The digital surface temperature data 
were converted to unsteady heat flux by utilizing the simple 
implicit code described by Dunn et al. (1986). No attempt was 
made to correct the heat-flux data presented here for variable 
substrate thermal properties. For the purposes of this paper, 
this correction is estimated to be generally less than 10 percent. 
The algorithm and a detailed analysis of the simple implicit 
procedure are presented by George et al. (1987). Briefly, it was 
concluded that the effective frequency response of the simple 

VOLTAGE SIGNAL 
FROM HEAT-FLUX 
GAGES 

TIMING WAVE (10KHz| 

Fig. 2 Schematic of data recording system 

implicit code (as determined by the frequency at which the 
calculated heat flux is 3 dB below the actual value) was one 
fourth of the rate at which the temperature data were sampled. 
Thus in the work reported here, the effective bandwidth of the 
calculated heat flux was approximately 80 kHz, well above the 
frequency at which quantization and electronic noise would 
mask the vane-crossing harmonics. 

In order further to reduce the effect of the quantization er­
rors and electronic noise on the calculated heat flux, the 
sampled temperature data were digitally filtered with a simple 
five-point top-hat filter before utilization in the simple implicit 
code. This further reduced the effective bandwidth to approx­
imately 65 kHz. This bandwidth was sufficient to capture all 
of the harmonics present in the original signal as clearly evi­
dent from the spectra of the directly recorded data. 

4 Experimental Conditions 
A table giving the experimental conditions at which the 

measurements reported here were performed is given in both 
Dunn and Chupp (1987, 1988) and will not be repeated here. A 
detailed description of the vane/blade spacing and coolant gas 
injection parameters was also given. The turbine was 
operating at nearly the design values of corrected speed, flow 
function, and total-to-total pressure ratio. The temperature of 
the injected coolant gas was always 530 R and the total 
temperature of the free-stream gas was always about 1010 R. 
The metal surface temperature of the stage components was 
always nearly equal to 530 R. For this particular turbine, the 
incoming turbulence intensity was not measured. However, 
for a comparable experiment, Dunn et al. (1984b) measured 
the turbulence intensity upstream of the vane row to be about 
5 percent. The actual engine values are unknown but estimates 
in the range of 10 to 20 percent are common. 

5 Discussion of Results 

A typical thin-film gage temperature history for one revolu­
tion at a blade suction-surface location of 14.9 percent wetted 
distance is given in Fig. 3. For a constant heat-flux input to the 
gage, the temperature history should have a parabolic shape as 
illustrated by this figure. The nozzle has 23 vanes, so that for 
one revolution of the rotor, one observes 23 distinct events, as 
illustrated in Fig. 3. It can be seen from this thin-film gage 
temperature history that not all passages produce the identical 
exit flow. This can be caused by many different factors in­
cluding turbulence and unsteady flow, as well as the fact that 
the components used here are actual engine hardware and 
some manufacturing variation must be expected. Figure 4(a) is 
the heat-flux history calculated from the temperature history 
described above using the techniques reported by George et al. 
(1987). Once again, 23 distinct passages are obvious from the 
heat-flux history for the single rotor revolution. The experi­
ment is structured so that the rotor completes several revolu­
tions during the useful test time, as has been explained in 
previous publications. Note that the excursion of the heat flux 
about an average value is significant, but the heat flux is 
always positive. Plots for other rotor revolutions within the 
test time and for different blade locations are similar to those 
shown here. 

Figure 4(b) is an example of the revolution to revolution 
reproducibility of the heat-flux history. The data shown on 
this figure were obtained at 10 percent wetted distance on the 
blade suction surface for the case of close spacing with vane 
injection (see Fig. 12 for a more detailed description of results 
obtained at his particular location). Figure 4(b) is presented 
for one-half revolution so as to illustrate the nature of the 
flow. Even though the passage-to-passage and revolution-to-
revolution details are not reproduced exactly, the overall 
characteristics of the passage signature are reproduced. 
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565 —i COOLING FLOW 

ROTOR ANGULAR DISPLACEMENT, degrees 

Fig. 3 Thin-film gage temperature history on blade for one revolution 
of the rotor 

NOTE: VANE RING HAS 23 PASSAGES 

X'35-

180 
PHASE ANGLE, degrees 

360 

Fig. 4(a) Heat-flux history for one revolution 

NOTE: 
1) ROTOR SPEED2=27,000rpm 
2) CLOSE SPACING 
3) WITH INJECTION 

140 230 
PHASE ANGLE, degrees 

Fig. 4(b) Heat-flux history for two revolutions obtained at 10 percent 
wetted distance on blade suction surface (see Fig. 12) 

Phase-resolved heat-flux data obtained from the in­
strumented blades will be presented for the cases of: (a) close 
spacing, no injection, (b) close spacing, with injection, and (c) 
wide spacing, with injection. An illustration of the time-
resolved surface pressure data obtained on the blade pressure 
surface will also be presented. 

BLADE ROW 
ROTATION 
35 BLADES 

VANE ROW 
23 VANES 

Fig. 5 Sketch of stage and phase angle reference 

5.1 Phase-Resolved Heat-Flux Data for Close Spacing in 
the Absence of Injection. Heat-flux measurements were ob­
tained at several spanwise locations on the blade but the 
results described herein will be confined to the blade midspan 
region. As stated previously, the shaft encoder was aligned 
during model assembly to provide a single pulse each time the 
blade containing the insert shown to Fig. 1 passed a particular 
location relative to the vane trailing edge. Thus, by knowing 
the geometry of the stage, the relative location of the blade 
with respect to the vane wake can be determined in order to 
resolve the wake and passage flow. A sketch of the physical 
arrangement of the vane, blade, and the orientation of the 
blade at 0 deg and 15.65 deg phase (360 deg/23 vanes) is given 
in Fig. 5. This alignment procedure is consistent with that 
used by Dring et al. (1982), thus permitting direct comparison 
of the results. An extension of the vane mean camber line il­
lustrates that the approximate centerline of the wake would in­
tersect the blade at a phase angle of about 7.6 deg. Exactly 
where the vane wake is located with respect to the blade phase 
angle is difficult to predict for this unsteady environment. 

It was noted earlier that there are 45 heat-flux gages on the 
instrumented blades but that space permits discussion of only 
a few. The specific gages that were utilized to obtain the 
results presented here were located at the geometric stagnation 
point, 2.1, 10, 16, 51, and 78 percent wetted distance on the 
suction surface, and 12.7, 22, 34.7, and 76 percent wetted 
distance on the pressure surface. These gage locations are 
denoted on the sketch in Fig. 5. 

The heat transfer data presented in this paper will be given 
in the form of heat-flux (BTU/ft2s) history as a function of 
phase angle instead of in the form of the nondimensional 
Stanton or Nusselt number. However, the authors recognize 
that some may prefer the nondimensional format, so Table 1 
is given to provide all of the parameters necessary for the con­
version from heat flux to Stanton or Nusselt number. 
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Table 1 Teledyne 702-HP flow parameters 

Vane in let to ta l temperature 
Vane in let t o ta l pressure 
Vane in le t s tat ic pressure 
Approx imate weight f low 
Wall temperature 
Rotor in let re la t ive to ta l pressure 
Rotor in let re la t ive to ta l temperature 
Rotor in let re lat ive ve loc i ty 

NOTE: 

561°K 
6.67 x 102k Pa 
6.60 x 102k Pa 
8.61 kg/s 
29<J°k 
3.29 x l o \ Pa 
W6°K 
158.6 m/s 

1010°R 
96.8 psia 
95.7 psia 
19 Ib/s 
530°R 
H7.S psia 
817°R 
520 f t /s 

1) BLADE ROTATION IS CLOCKWISE LOOKING FROM FRONT 
2) VANE PASSAGES TRAVERSED 3,6,7,23 
31 ROTOR SPEED=27,000 rpm 
41 CLOSE SPACING 
5) NO INJECTION 

PHASE, DEGREES 

Fig. 6(a) Phase-resolved heat-flux data at geometric stagnation point 
on blade 

NOTE: 

1) CLOSE SPACING 
2) NO INJECTION 

D 

ffl 
x" 
_1 

H 

< 

FUNDAMENTAL (23 PASSAGES) 

T"1 r ~ T ' " T 
23 46 69 

CYCLES/REV (PASSAGES) 
92 

Fig. 6(b) Modulus of Fourier transform of heat-flux data at geometric 
stagnation point on blade 

Figure 6(a) presents the passage phase-resolved heat-flux 
history for the blade geometric stagnation point. Data from 
four different passages have been overlaid on this plot to pro­
vide an illustration of the passage heat-flux history. As 

NOTE: 

1) BLADE ROTATION IS CLOCKWISE LOOKING FROM FRONT 
2) VANE PASSAGES TRAVERSED 1,2, 4, 6, 12 
3) ROTOR SPEED - 27,000 rpm 
4) CLOSE SPACING 
5) NO INJECTION 

MEAN CAMBER LINE 

7.83 
PHASE, DEGREES 

15.65 

Fig. 7(a) Phase-resolved heat-flux data at 2.07 percent wetted distance 
on blade suction surface 

MEAN CAMBER LINE 

527.6-

PHASE, DEGREES 

Fig. 7(b) Phase-resolved heat-flux data at 2.07 percent wetted distance 
on blade suction surface for passage #1 on successive revolutions 

previously noted, the passage separation is approximately 
15.65 deg, which results in 31.3 data points per passage for an 
encoder with 720 pulses/rev. The blade is rotating clockwise 
when viewed from the front at a speed of nearly 27,000 rpm. 
On all of the plots presented in Fig. 6(a), 7, 8(a), 9(a), 10, 
11(a), and 12(a) the phase position 0 deg corresponds to the in­
itial blade/vane alignment illustrated in Fig. 5 and the phase 
position 15.65 deg corresponds to the arrival of the blade at 
the next vane. The location of the intersection of the vane 
mean camber line with the plane of the blade leading edge is 
noted on Fig. 6(a), 7, 8(a), 12(a), and 13(a). Previous work by 
Dring et al. (1985) using photographs with smoke in the free-
stream flow and the detailed rotating bar measurements of 
Doorly and Oldfield (1985) have illustrated the nature of the 
vane trailing edge wake. In addition, there are probably 
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several interacting vortex flows coming through the passage 
flow. The extent of these disturbances is not well known for a 
three-dimensional, compressible turbine flow of the type used 
here and some definition of their influence on the blade heat-
flux distribution is a portion of the intent of this work. 

The ordinate on Fig. 6(a) has been expanded to illustrate the 
variation in heat flux. Note that the scale begins at 58 and goes 
to 88 Btu/ft2s. The heat-flux level is lowest in the vicinity of 0 
deg phase angle, which presumably corresponds to flow out­
side the vane wake and remains relatively low for the initial 6 
deg of the passage and then begins to increase rapidly, 
reaching a peak in the vicinity of 10.3 deg, and then falls off 
again. An extension of the vane mean camber line as shown on 
Fig. 5 would suggest that the blade would intercept this wake 

flow at about 7.6 deg. The rapid increase in heat flux near 6 
deg is consistent with this interaction. The stagnation-point 
flow is unsteady as the blade moves from passage to passage. 
However, the general characteristics of the passage distribu­
tion are repeatable showing the peak heat flux occurring in the 
vicinity of 10 deg and then falling off rapidly. There appears 
to be a broader region of increased heat flux associated with 
the flow in the region of the wake location suggesting that the 
wake region is not a small, well-defined one at this location, 
consistent with the visual observations of Doorly and Oldfield 
(1985). This same general pattern will be shown for the initial 
four locations on the suction surface, but it will change for the 
pressure surface. Figure 6(b) is the modulus squared of the 
FFT2 of a single record of the stagnation point heat-flux data 

NOTE: 

11 BLADE ROTATION IS CLOCKWISE LOOKING FROM FRONT 
2) VANE PASSAGES TRAVERSED 11,12, 13, 14 
31 ROTOR SPEED - 27,000 rpm 
41 CLOSE SPACING 
5) NO INJECTION 

MEAN CAMBER LINE 

T 
7.83 

PHASE, DEGREES 

Fig. 8(a) Phase-resolved heat-flux data at 10 percent wetted distance 
on blade suction surface 

The phrase "modulus of the FFT" is used to refer to the modulus of the 
Fourier series coefficients obtained by an FFT algorithm. The square of the 
modulus corresponds to the Fourier line spectrum of the data record. 

7.83 15.65 
PHASE, DEGREES 

Fig. 9(a) Phase-resolved heat-flux data at 16.1 percent wetted distance 
on blade suction surface 

= 5-
a 
o 
S 

1) CLOSE SPACING 
2) NO INJECTION 

FUNDAMENTAL (23 PASSAGES) 

V A / V Y 

FIRST HARMONIC 

- i — ~ r • r 
23 46 69 

CYCLES/REV (PASSAGES) 

1) CLOSE SPACING 
2) NO INJECTION 

FUNDAMENTAL (23 PASSAGES) 

\ 

- [ — i 1 | i 1—p 
23 46 69 

CYCLES/REV (PASSAGES) 

Fig. 8(b) Modulus of Fourier transform of heat-flux data at 10 percent Fig. 9(b) Modulus of Fourier Transform of heat-flux data at 16.1 per-
wetted distance on blade suction surface cent wetted distance on blade suction surface 
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illustrating a relatively broad peak in the distribution at 23 
cycles/rev and the first harmonic at 46 cycles/rev. As noted 
earlier, there are 23 passages in the nozzle so one would expect 
to see a significant peak in the modulus at 23 cycles/rev. As 
discussed in Dunn et al. (1986), the lower frequency peaks are 
associated with the short-duration nature of the experiment 
and the unsteady nature of the flow. 

Figure 1(a) presents a phase-resolved distribution of heat 
flux for a location of 2.07 percent wetted distance on the blade 
suction surface and includes the steady-state predicted heat-
flux values taken from Dunn and Chupp (1988) for the flat-
plate case. The ordinate on Fig. 7(a) has again been expanded 
in order to illustrate the heat-flux variation. The general 
characteristic of the heat-flux history is similar to that seen for 
the stagnation-point gage. Four of the five passages shown on 
Fig. 7(a) have a suppressed heat-flux value in that portion of 
the flow corresponding to the initial 4.6 deg of phase or to the 
flow that is outside the anticipated vane wake location. At 
about 5 deg, the heat-flux value increases rapidly reaching a 
peak in the vicinity of 10 deg as was observed for the stagna­
tion point gage. The fifth passage shown starts out with a 
heat-flux value at 0 deg that is about 5.5 Btu/ft2s greater than 
the average of the other four. However, once the blade moves 
about 5 deg into this passage, the remainder of the profile is 
very similar. The predicted turbulent flat plate value of heat 
flux is in reasonable agreement with the peak passage values 
and the predicted laminar value is in reasonable agreement 
with the minimum passage values. 

It was noted in Section 2 that at the sampling frequency 
used in this work and because of the necessity to record the 
early portion of the gage temperature-time history, storage 
space was available to record two and one half to three rotor 
revolutions during the useful test time. Figure 1(b) shows the 
phase-resolved heat-flux history-for passage #1 obtained for 
two successive rotor revolutions. The heat-flux levels for the 
two revolutions are in very good agreement but there is a 
displacement of about one degree in phase. Review of the 
phase-resolved data presented in later figures will indicate that 
passage-to-passage phase displacements on the order of one 
degree are not unusual. 

NOTE: 

1) 
2) 
31 
41 
5) 

BLADE ROTATION IS CLOCKWISE LOOKING FROM FRONT 
VANE PASSAGES TRAVERSED 1 
ROTOR SPEED - 27,000 rpm 
CLOSE SPACING 
NO INJECTION 

9,20 21 

Moving farther along on the suction surface of the blade to 
10 percent wetted distance, a heat-flux history very similar to 
the stagnation-point history was measured and is shown in 
Fig. 8(a) along with the predicted steady-state heat-flux 
values. For this comparison, the k-e and the laminar flat plate 
values were used because the turbulent flat plate prediction is 
known to overpredict the blade suction surface heat flux 
significantly. The general unsteadiness of the flow at this loca­
tion is somewhat less than that observed at the 2.07 percent 
location and the profiles nicely overlay. Again, the trend of 
the results is for the heat flux to be lowest in the region 
hypothesized to be outside of the wake. The peak heat-flux 
values occur at a phase angle in the vicinity of 10 deg as noted 
for the previous locations. Figure 8(b) is the modulus squared 

GEOMETRIC STAGNATION POINT 

16.1% 
WETTED 
DISTANCE 

51% 
WETTED 
DISTANCE 

78% 
.-WETTED 

fitf" DISTANCE 

' v ^ > s 
"15.65° 

Fig. 11(a) Phase-resolved contour plot of heat-flux distribution on 
blade suction surface 

STAGNATION POINT 

12.7% 
WETTED 
DISTANCE 

22% 
WETTED 3 4 ' 7 % 
DISTANCE WETTED 

DISTANCE 
76% 
WETTED 

-'DISTANCE 

7.83 
PHASE, DEGREES 

'15.65° 

Fig 10 Phase-resolved heat-flux data at 12.7 percent wetted distance Fig. 11(b) Phase-resolved contour plot of heat-flux distribution on 
on blade pressure surface blade pressure surface 

14/Vol.111,JANUARY1989 Transactions of the ASME 

Downloaded 01 Jun 2010 to 171.66.16.67. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



NOTE: 
1) BLADE ROTATION IS CLOCKWISE 

LOOKING FROM FRONT 
2) VANE PASSAGES TRAVERSED ARE 

12, 13, 14, 15 
3) ROTOR SPEEDS 27,000 rpm 
4) CLOSE SPACING 
5) WITH INJECTION 

NOTE: 

1) BLADE ROTATION IS CLOCKWISE LOOKING FROM FRONT 

2) VANE PASSAGES ARE NOTED 

3) ROTOR SPEED = 27,000 rpm 
4) CLOSE SPACING 
5) WITH INJECTION 

7.83 
PHASE, DEGREES 

15.66 

7.83 15.65 
PHASE, DEGREES 

Fig. 12(c) Phase-resolved heat-flux data at 10 percent wetted distance 
on blade suction surface 

Fig. 12(a) Phase-resolved heat-flux data at 10 percent wetted distance 
on blade suction surface 

3 12.5 -
a 
o 

FUNDAMENTAL, 23 PASSAGES/REV 

NOTE: 
1) CLOSE SPACING 
2) WITH INJECTION 

I A A A . 

1ST HARMONIC 

T 
23 46 6 

CYCLES/REV., (PASSAGES) 

Fig. 12(b) Modulus of Fourier transform of heat-flux data at 10 percent 
wetted distance on blade suction surface 

of the heat-flux data at the 100 percent location and this plot 
illustrates the strong signal at 23 cycles/rev corresponding to 
the 23 vanes in the nozzle. The first harmonic is visible, but by 
this point in the flow its contribution is reduced. 

The final location on the suction surface for which detailed 
results will be presented is at 16.1 percent wetted distance and 
the phase-resolved heat-flux history is shown in Fig. 9(a). The 
heat flux starts out low as it did at previous locations, but the 
increase near 5 deg is more gradual than observed closer to the 
geometric stagnation point. However, the peak heat-flux value 
continues to occur in the vicinity of 9 deg. Figure 9(a) also in­
cludes the predicted heat-flux values obtained from the k-e 
prediction and the laminar flat-plate prediction reported in 

52- i 
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7.83 
PHASE, DEGREES 

Fig. 12(d) Phase-resolved heat-flux data at 10 percent wetted distance 
on blade suction surface for passage #13 on successive revolutions 

Taulbee et al. (1989). At this particular blade location, the 
predicted values bound the measured unsteady results. Figure 
9(b) is the modulus squared of the phase-resolved data il­
lustrating the fundamental at 23 cycles/rev, but the first har­
monic is no longer clearly shown. Its absence is consistent with 
a wake that is becoming less spatially confined as it moves 
through the passage. 

The results presented in Fig. 6-9 suggest that the gages 
located between 0 and 16 percent on the suction surface all in­
tercepted the vane wake at about the same relative location 
and reached the peak heat-flux value at about the same loca­
tion. This trend is consistent with the observations of Dring et 
al. (1982, 1985) and Doorly and Oldfield (1985). The thin-film 
rotor data shown by Dring et al. (1982) illustrate a depressed 
heat-flux value associated with the passage flow and a much 
broader and considerably greater heat-flux value associated 
with the vane wake region. A similar picture was described by 
Doorly and Oldfield (1985), which also included the complica­
tion of a shock wave in the flow. In that regard, it should be 
noted that the vane exit Mach number for the Teledyne 702 
turbine used here was slightly greater than 1.0 but the manner 
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NOTE: 
1) BLADE ROTATION IS CLOCKWISE 

LOOKING FROM FRONT 
2) VANE PASSAGES TRAVERSED 10, 

18, 20, 21 
3) ROTOR SPEEDS 27,000 rpm 
41 WIDE SPACING 
51 WITH INJECTION 

POST-REV. TO FIG. 13(a) 

PHASE, DEGREES 

Fig. 13(a) Phase-resolved heat-flux data at 14.9 percent wetted 
distance on blade suction surface 

N 

(M
O

D
U

LU
S

 

1 U — | 

" 

-

_ 

5 — 

-

NOTE: 
1) WIDE SPACING 
2) WITH INJECTION 

FUNDAMENTAL, 23 PASSAGES/REV 

' 

l \ A A f 

r 

11 T HARMONIC 

I M J WWvAJA/W^__ 1 ' 1 ' i i j i i 1 
0 23 46 69 92 

CYCLES/REV, (PASSAGES) 

Fig. 13(b) Modulus of Fourier transform of heat-flux data at 14.9 per­
cent wetted distance on blade suction surface 

in which potential shock waves interact with the flow field has 
not been obtained from the data. 

The predicted heat-flux values previously reported for this 
turbine were also noted on Figs. 7-9. Comparison of these 
predictions with the time-resolved data suggests that the blade 
boundary layer state was probably fluctuating between 
laminar and turbulent as the blade interacts with the NGV 
flow field. This influence of vane rows on the blade boundary 
layer has previously been described by Evans (1978), Dring et 
al. (1982), and Doorly and Oldfield (1985). 

Figure 10 presents phase-resolved heat-flux data for the 
blade pressure surface at 12.7 percent wetted distance. All of 
the gages used to obtain the data reported in Figs. 6(a) to 10 
were located on the same blade. The pressure surface heat-flux 
history for the passage is significantly different from the suc­
tion surface histories. The heat-flux value over the initial 2 deg 
is relatively high, but falls rapidly to a minimum in the vicinity 
of 5 deg and then peaks again near 8 deg. This peak near 8 deg 

7.83 
PHASE, DEGREES 

Fig. 13(c) Phase-resolved heat-flux data at 14.9 percent wetted 
distance on blade suction surface for passage #18 and three successive 
revolutions 

is present on many of the passages but not all of them, as il­
lustrated in Fig. 10, indicating a substantial random compo­
nent to the flow disturbances at this location. 

Contour plots have been constructed from the blade phase-
resolved heat-flux distributions. Figure 11(a) presents the 
blade suction contour plot for the geometric stagnation point, 
2.07, 10, 16.1, 51, and 78 percent wetted distance for a given 
blade passage at a selected time. The blade location relative to 
the vane trailing edge is again referenced according to Fig. 5. 
The plot illustrates the magnitude of the phase-varying por­
tion of the heat flux, and shows clearly the high degree of cor­
relation of the disturbances. Also illustrated is the very rapid 
decrease in heat flux as one moves from the geometric stagna­
tion point to the location at 2.07 percent wetted distance. This 
rapid decrease can be associated with a broadening of the 
disturbance, a fact also consistent with the reduction in the 
first harmonic in the blade crossing rate. Figure 11(6) presents 
a similar contour plot for the blade pressure surface con­
structed from measurements performed at the geometric 
stagnation point, 12.7, 22, 34.7, and 76 percent wetted 
distance. Once again, the heat flux falls off rapidly between 
the stagnation point and 12.7 percent wetted distance. Figures 
11(a) and 11(6) were constructed from heat-flux data taken 
from the same rotor revolution on the same test run. Note that 
the characteristics of the unsteady components for the 
pressure-surface data are different from the corresponding 
characteristics on the suction-surface results. 

5.2 Phase-Resolved Heat-Flux Data on the Blade With 
Discrete-Hole Vane Injection. A description of the influence 
of discrete hole injection on the blade steady-state Stanton-
number distribution and the influence of vane/blade spacing 
on this distribution was reported by Dunn and Chupp (1987). 
While obtaining those steady-state data, a limited quantity of 
phase-resolved data was also obtained. Figure 12(a) presents 
phase-resolved heat-flux data obtained at 10 percent wetted 
distance on the blade suction surface at close (0.19 Cs) 
vane/blade spacing with upstream injection. The injection 
holes were located at 18.4 percent wetted distance on the vane 
suction surface and at 71.8 percent wetted distance on the 
pressure surface. Air at a temperature of 530 R was injected at 
a flow rate of 0.23 lb/s through the suction surface holes and 
at 0.20 lb/s through the pressure surface holes for a total of 
0.43 lb/s. Comparison of Figs. 12(a) and 8(a) suggests that the 
character of the blade flow in the early portion of the passage 
(see Fig. 5) has been influenced by the cold gas injection. 
However, the peak heat-flux value again occurred at that 
phase angle associated with this wake flow and the standard 
deviations of the time averaged heat flux with and without in-
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jection overlapped. Thus, although the presence of injection 
resulted in a change in the character of the passage heat-flux 
history, it did not significantly alter the time-averaged level. 
Figure 12(b) is the modulus squared of the heat-flux data 
reported in Fig. 12(a) and this plot clearly shows the fun­
damental 23 cycles/rev and the first harmonic at 46 cycles/rev. 
Figure 12(c) has been included to demonstrate the nature of 
the data if seven passages are overlaid. The particular passages 
are identified by the numbers in circles. The general 
characteristic of this plot is consistent with the data obtained 
at other locations and illustrates that an average phase-
resolved heat-flux distribution can be obtained from the data. 
Figure 12(d) is another example of the passage phase-resolved 
heat flux for two successive revolutions of the rotor. These 
particular data were obtained for passage #13 and illustrate 
reasonable revolution-to-revolution agreement. 

A sample of the blade data obtained with cold gas injection 
for a vane/blade spacing of 0.5 Cs at 14.9 percent wetted 
distance on the suction surface is shown in Fig. 13(a). The 
details of the time-averaged data for this configuration are 
given by Dunn and Chupp (1988). Air was the cooling gas, in­
jected at the locations described in the preceding paragraph, 
and with a flow rate of 0.13 lb/s through the suction surface 
holes and 0.11 lb/s through the pressure surface holes. The 
total weight flow of gas injected through the vane for this case 
was 0.24 lb/s compared to 0.43 lb/s for the data shown in Fig. 
12(a). The results shown in Fig. 13(a) suggest that the in­
fluence of vane/blade spacing was to diffuse the sharp in­
crease in heat flux previously observed to begin in the vicinity 
of 5 or 6 deg (see Figs. 8(a), 9(a), and 12(a)). At the wider 
vane/blade spacing, the heat-flux profile increases from 0 deg 
more slowly, reaching a peak in the vicinity of 12 deg. These 
results suggest that the blade intersects the vane wake flow at a 
larger phase angle as would be expected from the geometry of 
the configuration. The thin-film gage results reported by 
Dring et al. (1982) illustrate a similar finding for a gap of 0.65 
Cs. The modulus squared of the blade data are presented in 
Fig. 13(6) and these results illustrate the fundamental peak at 
23 passages/rev. However, because of the diffusing effect of 
the vane/blade spacing and the greater distance from the 
stagnation region, the first harmonic is suppressed. The result 
shown in Fig. 9(b) for 16.1 percent wetted distance and close 
spacing also illustrated a suppressed first harmonic. 

Figure 13(c) presents the phase-resolved heat-flux history 
for three successive rotor revolutions for a location of 14.9 
percent wetted distance on the blade suction surface. The par­
ticular passage selected for this presentation was #18. The 
phase-resolved data are in reasonably good agreement with 
each other demonstrating the same type of variation in heat-
flux and phase angle as demonstrated for the passage-to-
passage variation for a particular revolution. 

4.3 psi -

5.3 Time-Resolved Surface Pressure Data on the Blade 
Pressure Surface. The blade pressure and suction surfaces 
were instrumented with flush-mounted miniature Kulite 
pressure transducers. A limited amount of surface pressure 
data was obtained and a sample of the time-resolved surface 
pressure history is shown in Fig. 14. The pressure data shown 
on this figure are for a portion of one revolution (nine 
passages) obtained from the pressure transducer located at 
39.3 percent wetted distance on the blade pressure surface. 
The pressure data were sampled at a frequency of approx­
imately 70 kHz in constant time intervals. (The one pulse per 
revolution shaft encoder used to determine the location of the 
blade relative to the vane trailing edge was not carried on the 
data system from which the pressure data were obtained.) The 
steady-state pressure level at this location on the blade surface 
was approximately 46 psi and the peak-to-peak fluctuation on 
the time-resolved signal shown on Fig. 14 is on the order of 10 
to 15 percent of the time-averaged value. Also it should be 
noted that the nine passages shown, as defined by the 
minimum in the pressure data, are not identical in width. This 
observation is not surprising since the sampling frequency is 
such that the minimum might have been missed and because 
the vane is engine hardware and some manufacturing 
tolerance is to be anticipated. It is planned to obtain 
significantly more time-resolved and phase-resolved blade 
pressure data in the near future. These data will be reported as 
they become available. However, on the basis of the pressure 
data reported by Dring et al. (1982), and the phase-resolved 
heat-flux data obtained for this particular blade location in 
these experiments, the pressure valley is felt to be associated 
with the vane wake region and the pressure peaks with the 
passage flow. The magnitude of the fluctuating pressure 
measured here is of the same order as that reported by Dring et 
al. (1982). 

A heat-flux gage located at 34.7 percent wetted distance on 
the pressure surface was sufficiently close to the pressure gage 
location of 39.3 percent to make a meaningful comparison 
between the general flow characteristics obtained with the two 
diagnostics. Figure 15 presents the phase resolved heat-flux 

NOTE: 

1) BLADE ROTATION IS CLOCKWISE LOOKING FROM FRONT 
2) VANE PASSAGES TRAVERSED 1, 12, 13, 16 
3) ROTOR SPEED ^27,000 rpm 
4) CLOSE SPACING 
5) NO INJECTION 

40—, 

TIME, ms 

- I 1 f 1 1 
7.83 15.65 

PHASE, DEGREES 

Fig-14 Blade pressure surface pressure history at 39.3 percent wetted Fig. 15 Phase-resolved heat-flux data at 34.7 percent wetted distance 
distance on blade pressure surface 

Journal of Turbomachirtery JANUARY1989, Vol. 111/17 

Downloaded 01 Jun 2010 to 171.66.16.67. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



result at 34.7 percent wetted distance. These results were ob­
tained for the same test conditions as the pressure data. The 
relative location of the vane is again illustrated on Fig. 5. Only 
a qualitative comparison can be made between Figs. 14 and 15 
because the pressure data were not phase resolved as noted 
above. Comparison of Fig. 15 with Fig. 10 illustrates that far­
ther back on the pressure surface, the general character of this 
phase-resolved heat-flux history is relatively uniform with 
peaks occurring at about 6.5 and 12 deg. The minimum again 
occurs near 0 deg phase angle. However, the general character 
of the phase-resolved heat-flux history at the farther 
downstream location appears to be more steady than it was at 
12.7 percent wetted distance. 

5.4 Consideration of Unsteady Heat-Flux Impact on Blade 
Durability. The primary purposes of obtaining the unsteady 
heat-flux and pressure data are to get a better understanding 
of the flow field around a rotating turbine blade and to obtain 
validation data for unsteady aerodynamic codes. A separate 
issue is the impact of the rapidly varying heat flux at the blade 
surface on blade durability in an engine application. For an 
uncooled blade such as considered in this experiment, the 
varying heat flux will be small because the temperature dif­
ference between the gas stream and the blade surface is small 
and durability should not be affected. For a cooled airfoil, the 
temperature difference can be significant so that the heat flux 
does vary considerably. Typical heat-flux variation data from 
this test were corrected to an engine condition with a 1200°F 
temperature difference between the gas stream and the blade 
surface. The blade material temperature variation was 
calculated using an exact solution for a semi-finite solid given 
by Carslaw and Jaeger (1959). The results show that the sur­
face temperature of a metallic blade would change about 
1.5°F in the 21 /*s over which the heat flux varied from 
minimum to maximum (see Fig. 12(c) for example). This 
temperature change dampens quickly into the wall away from 
the surface (within 0.001 in.). If the blade were coated with a 
thermal barrier coating, the surface temperature change would 
be of the order of 6°F and would dampen within 0.00015 in. 
from the surface. Even though these temperature changes are 
small, the gradient at the surface is large (3,000 to 
40,000°F/in.). Gradients of this magnitude, occurring at such 
high frequencies, may play a role in determining the fatigue 
life of blading, particularly since the number of repetitions 
over the life of an engine is large (typically, 23 vanes x 27,000 
rpm x 60 s/min x 1000 h lifetime = 1.3 x 10i0). Further 
studies, including laboratory testing of blade samples, are re­
quired in order to bring these heat transfer results to bear on 
engine durability problems. 

6 Conclusions 

Time-resolved or phase-resolved heat-flux data have been 
presented for the blade of the Teledyne 702 HP turbine. 
Detailed results have been presented at several locations on the 
blade. Other results have been shown to illustrate the influence 
of vane cold-gas injection and vane/blade spacing on the time-
resolved blade heat-flux history. All of the blade suction sur­
face data presented illustrate that the peak heat-flux value oc­
curs in that portion of the flow which can be associated with 
the vane wake. The suction surface boundary layer appears to 
fluctuate between laminar and turbulent as the blade moves 
from the passage flow into the vane wake and then out again. 
The blade pressure surface heat-flux history is shown to be 
somewhat more unsteady than the suction surface history. The 
effect of injection at close spacing is shown to influence the 
early portion of the wake flow resulting in an extended period 
of low heat flux. The effect of increasing the vane/blade spac­

ing is shown to diffuse the character of the passage heat-flux 
history. 
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Developments in Instrumentation 
and Processing for Transient Heat 
Transfer Measurement in a Full-
Stage Model Turbine 
Transient heat transfer measurement techniques have long been used in two-di­
mensional stationary cascade tests designed to model turbine conditions used in 
Oxford. More recently, experiments studying some of the unsteady effects have been 
carried out using a rotating wake generator upstream of the rotor cascade. Currently 
work has concentrated on providing a fully three-dimensional rotating turbine stage. 
In an associated paper, the modifications necessary to accommodate this stage in 
the Oxford Isentropic Light Piston Tunnel are discussed. In this paper the devel­
opments necessary to permit the measurement of transient heat transfer under these 
rotating conditions are fully described. 

Introduction 
The use of transient heat transfer measurement techniques 

in turbomachinery applications has long been one of the foci 
of research activities in Oxford. Early work involved the use 
of thin-film platinum resistance thermometers mounted on 
semi-infinite (thermally) substrates, made of quartz or a Pyrex 
glass. One of the problems of using discrete heat transfer gages 
mounted in the model under test was associated with discon­
tinuities in both the surface profile and more especially the 
thermal boundary layer. Although an approximate analysis of 
the effect of discontinuities in the thermal boundary layer was 
made by Kays (1966) and extended by Schultz and Jones (1973), 
and was experimentally verified (Ainsworth, 1976), no cor­
rection could be properly made to the measured heat transfer 
rate if the boundary layer was transitional. The discovery of 
a machinable glass (Corning MACOR) removed these diffi­
culties by enabling the model under test to be fabricated com­
pletely from a material that could then be instrumented directly. 
This technique has been used successfully for over a decade. 

In moving to a fully three-dimensional rotating geometry, 
the relatively high stress levels prevented the use of machinable 
glass. The choice then lay between returning to the use of 
discrete instrumentation inserts and their associated discon­
tinuity problems, or using the newly developed technology 
(Doorly, 1985, 1988; Doorly and Oldfield, 1986, 1987) of 
mounting heat transfer gages onto a thin insulating layer ap­
plied directly to a metal surface. This latter technique was 
chosen for reasons of profile and thermal boundary layer in-

Contributed by the International Gas Turbine Institute and presented at the 
33rd International Gas Turbine and Aeroengine Congress and Exhibition, Am­
sterdam, The Netherlands, June 5-9, 1988. Manuscript received by the Inter­
national Gas Turbine Institute September 15, 1987. Paper No. 88-GT-ll. 

tegrity, and represents an approach that is complimentary to 
that of both Epstein et al. (1985) and Dunn (1986). 

The present investigation has concentrated on: 
(0 developing and testing methods of using the technique 

on a three-dimensional blade profile; 
(H) providing the necessary electronics to service the gages 

and to reduce slip-ring noise, and 
(iii) devising a digital signal processing system that would 

evaluate measured heat transfer rate as a function of time. 
The combination of these aspects of technology should per­

mit the fulfillment of the primary objective of the new Oxford 
rotor facility, the measurement of unsteady and mean heat 
transfer rates to a three-dimensional profile under rotating 
conditions. 

Heat Transfer Measurement 

Instrumentation System Overview. The specification for 
the heat transfer instrumentation was obviously related to the 
performance of the rotor facility, discussed in detail by Ains­
worth et al. (1988). In brief, the mode of operation consisted 
of allowing the turbine disk, placed behind a nozzle guide vane 
ring, to speed up during the transient run, with design speed 
being achieved at an appropriate moment during the experi­
ment. Simulation of engine conditions (Reynolds number, 
Mach number, dimensionless speed, dimensionless mass flow 
rate, and therefore specific work function) in this facility re­
sulted in a run time of order 200 ms, depending on the gas-
to-wall temperature ratio being used. 

The rotational speed changed from of order 6000 rpm to 
10,000 rpm during the experiment, with a design speed of 8400 
rpm. It was considered that meaningful heat transfer results 
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on the rotor could be obtained within ±0.5 deg of design 
incidence. 

In practice, given a desire to take fast data at 500 kHz, and 
a memory usage of 3.5 kbytes per channel, sampling would 
be over in 7 ms. During this time one rotor blade would be 
influenced by 35 nozzle guide vane wakes at design speed, with 
a change of incidence of ±0.3 deg. 

Given a wake-passing frequency of 5 kHz at design speed, 
the requirement was that the instrumentation should be capable 
of measurements up to 100 kHz with an ability to measure 
d-c response (gage temperature) as well as the a-c response. In 
the first instance the specification called for eight gages on one 
blade, and given 60 blades in the disk, there should be up to 
100 measurement points available in one build. The instru­
mentation had to withstand accelerations of 32,000g. 

A block diagram of the proposed measuring system is given 
in Fig. 1, and will be discussed in detail below. Multiplexers, 
current sources, and amplifiers were to be mounted within the 
hollow turbine shaft, to select the required thin film gages, 
and amplify the signals to high level for transmission through 
the slip-rings. Differential post-slip-ring amplifiers would be 
used to avoid earth loop problems, and to condition the signals 
for A/D conversion by the computer and transient recorder 
acquisition systems. 

Heat Transfer Gage Design. The theory behind the mount­
ing of a thin-film thermometer on a two-layered substrate 
consisting of a vitreous enamel coat on a semi-infinite metal 
layer has been developed by Doorly (1988), and only the bare 
essentials are given here. Considering the gage mounted as 
indicated schematically in Fig. 2, the equations governing the 
one-dimensional heat transfer are as follows: 

O2TX i ar, 

dx2 «] dt 

d2T2 1 dT2 

dx2 ct2 dt 

with boundary conditions 

ar, 
qs = -k — 

dx 
r, = T2 

dx dx 

T2 = 0 

<x<a 

<A"<co 

x = 0 

x = a 

x = a 

X=oo 

(1) 

(2) 

(3) 

(4) 

(5) 

(6) 

Solution of these equations yields the surface heat transfer rate 
as a function of surface temperature in the Laplace Transform 
domain 

qs(s) = (plclkls)'/2 ( l - y l e x p i - 2 a ( 5 / a 1 ) ' / l ) f s 

( l+^ lexp | -2a(s/ax)'
A )) 

(7) 

By transforming to the frequency (yco) plane it is now possible 
to examine the inherent sensitivity of the gage/layer combi­
nation as a function of the frequency of the perturbation. 
Defining the modulus of this transfer function in terms of 

IG(yco)l 

1 [ l+2/lexp(-6)cosZ> + ,42exp{-2&)] , / ! 

\jPxClk^ [l-2/4exp{ -Z>)cos b + A2exp{ -2b\\' 
(8) 

where 

A = 
VpiCl^l ~ V P 2 ^ 2 

V/hCiki + -sjp2c2k2 

and 

b = - ^ - = V ^ \jpiCiki \j-J 

Thus the behavior of the gage depends only on the thermal 

products VPi e i^ i . VPiC2k2 of the insulating layer and metal 
substrate, respectively, together with the ratio of thickness to 
thermal conductivity of the insulating layer, a/k. Doorly and 
Oldfield (1986) show calibration techniques for obtaining these. 
It is of importance to see how sensitive the response of the 
gage/layer system is to variations in these parameters. Taking 
firstly the typical values for: 

(/) thermal product of the insulating layer-1460 
Jm- 2 K- ' s - ' / 2 

(if) its thermal conductivity—1.36 W/m K 
(Hi) thermal product of the metal substrate—14190 

Jm-^K-'s-'"4 

the value of the insulating layer thickness was varied over the 
values of 50 /on, 100 p.m, 200 /*m, and 400 ^m. This is 
equivalent to varying a/k from 25 to 200 percent of its 
nominal value. The resulting variation of the modulus of the 

N o m e n c l a t u r e 

A = 

b 
C 
c 

V'pjCikj-yJ'p2c2k2 

"sjpiclki + yfp7c1k2 
insulating layer thickness 

= \j2o> "VPici^i (o/ki) 2oia2/a[ 

capacitance values 
specific heat 

k = conductivity 
q = heat transfer rate 
R = resistance values 
s = Laplace transform variable 
T = temperature 
/ = time 
x = distance 
— = Laplace transformed variable 

a = thermal diffusivity 
p = density 
oi = angular frequency 

Subscripts 
1 = insulator properties 
2 = metal properties 
3 = surface 
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system gain (defined now as q/T) is plotted in Fig. 3, where it 
will be seen that for layer thicknesses greater than 100 ftm, the 
response is virtually invariant above 100 Hz. In practice at 
these frequencies the insulating layer is behaving as if it were 
semi-infinite. 

Other sensitivity tests carried out included examining the 
effect of varying the layer thermal product (Fig. 4). In the 
semi-infinite region, for a given amplitude of heat transfer 
variation, the variation in temperature is seen to be propor­
tional to the thermal product as expected. Changes in layer 
conductivity have a marked effect only below 10 Hz. 

It will be seen from these plots that the sensitivity of the 
heat transfer gages at the high-frequency end of the spectrum 
falls as the square root of the frequency (in line with semi-
infinite theory). Since there is particular interest in the high-
frequency information, an obvious advantage would follow if 
a means could be found of improving the signal-to-noise ratio 
over this range by preferentially amplifying the higher fre-

FREQUENCY !Hz} 

Fig. 3 Frequency response of layered gages of various enamel thick­
nesses 

Fig. 4 Frequency response for various values of \/pck enamel 

quency information before passing the signals through a slip-
ring. The sensitivity analysis indicated that a common elec­
tronic circuit for providing the gain boosting should suffice 
for all practical gage/layer combinations. The design objective 
was now to provide this inside the rotor shaft, together with 
a suitable means for decoding the signals afterward. 

Heat Transfer Gage Construction. The theory outlined 
above indicates how the surface temperature and the surface 
heat transfer rate of a two-layered system are related. In the 
experiment, it is the surface temperature history that is mon­
itored. This is inferred by passing a constant current through 
the thin-film thermometer, and measuring changes in the volt­
age across it, a knowledge of the temperature coefficient of 
resistance yielding the surface temperature. 

The standard thin-film thermometers used previously in Ox­
ford on semi-infinite substrates were applied by a process of 
painting on liquid platinum 05-X (Englehard Industries) and 
firing at high temperature. In the case of a two-layered system, 
the same sensors may be used, but the insulating layer has to 
be carefully chosen so that the coefficient of linear expansion 
of the metal substrate and the insulating layer are matched 
over the temperature range of firing. 

The insulating layer itself, a vitreous enamel (WB5847 sup­
plied by Ferro G.B. Ltd.), is also applied by a process of 
spraying and firing. The enamel material is supplied from the 
manufacturers as a water-based solution, which after spray 
application is dried to bisque stage, at 125 °C. Final firing takes 
place at 825°C before allowing the substrate to cool naturally. 
Enameling techniques require stringent cleaning of the sub­
strate materials, followed by a surface roughening using glass 
bead blasting. 

The instrumentation processes can be significant in reducing 
the strength of the metal blade, depending upon its compo­
sition, but the strength can be restored by heat treatment. 

In practice, the substrate metal used was Inco 718, and 
specimens subjected to various representative heat treatments 
were tested in a tensile testing machine (see Table 1). Taking 
even the most pessimistic estimate, an acceptable factor of 
safety was available in the most highly stressed part of the 
blade. 

Gold tags (liquid bright gold KA6) were used to bring con­
tacts away from the thin-film thermometer positions on the 
blade profile, down to the root region, where copper wires 
(0.11 mm diameter) were attached directly using a conducting 
adhesive, Eccobond 58C (Hitek Electronic Materials Ltd.). 
This led to a shoulder on the turbine disk, where a set of 
soldered contacts permitted the blades to be interchanged read­
ily. Again, copper wire was used to connect these pads to the 
servicing electronics inside the rotor shaft. A picture of an 
instrumented blade is shown in Fig. 5. 

For aerodynamic reasons, it was desired to limit the insu­
lating layer thickness to a value of order 125 jim. This was 
inspected by measuring the profile of a blade after it had been 

Table 1 The effect of various heat treatments on the strength of inco 718 

Specimen 

1 

2 

3 

4 

Heat Treatment from Fully Annealed State 

Heat at 825° C for 15 minutes. Air cool. Cycle from 20 - 640" C twice. Air cool. 

None. 

Heat at 825° C for 15 minutes. Air cool. Cycle from 20 - 640° C four times. Air 
cool. 

Heat at 925° C for 15 minutes. Air cool. Cycle from 20 - 640° C four times. Air 
cool. 

o Yield 

695.0 N/mm2 

352.9 N/mmz 

781.3 N/mm2 

595.2 N/mm2 
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nal conditioning (Fig. 7) was designed around the OP-37 low­
noise, fast-response operational amplifier. Configured in non­
inverting mode the gain of the amplifier was designed to vary
with frequency using a variable impedance in the feedback leg.
Given a gain-bandwidth product of 40 MHz for this amplifier,
and a desire for an upper frequency response of close to 100
kHz, the two extremes of gain were set at 5 (d-c) and 500 at
high frequency. A reasonable component count was achieved
using four break points between these frequencies. The break
points, at decade values, were set using the nominal gage/layer
response for a 200-f.tm-thick layer (Fig. 3), at nominal values
of 20 Hz, 200 Hz, 2 kHz, and 20 kHz. The gain of the
amplifier (in terms of the components R j -R4 , CZ-C3 in Fig. 7)

w(as calculated as ~ function of ~he fre)q;UencYto be:

R +R + z + 3
4 I 1+ jwczRz 1+j wc3R 3

( R R)R + z + 3

I 1+ jwc3Rz 1+j wc3R 3

A superposition of this frequency response on the standard
gage/layer combination is shown in Fig. 8, while the overall
system gain is given in Fig. 9. Here it can be seen that there
is only a variation of expected signal level of order 2-3 over
all frequencies, and consequently full use could be made of
the resolution of the data-acquisition convertors. In practice,
standard value resistors and capacitors were used, and these
changed the nominal break points slightly to 18.7 Hz, 170.7
Hz, 191.5 Hz, and 20.35 kHz.

Other features of the electronic design (Fig. 7) included a
low-noise constant current supply to energize the thin-film
thermometers, with a current capability of up to 50 rnA, and
two sixteen-channel multiplexers (HI-506). Both multiplexers
were addressed in parallel, the first being used to supply a
particular thin-film sensor with current, and the second to
connect the gain-shaping amplifier to that sensor. In this way
16 thin-film sensors could be connected to one electronic mod­
ule, with one sensor in operation at anyone instant. The
multiplexers were not switched during the run.

In-Shaft Electronics Design Realization. In practice, the
design of the in-shaft electronics was constrained by the di­
mensions inside the rotor shaft, and the number of slip-ring
channels available. There was room inside the shaft for two
boards, each 62 mm by 360 mm. A locally available CAD
package for printed circuit board development was used to
design two double-sided boards carrying eight of the modules
shown schematically in Fig. 7. By running the eight modules
in parallel inside the shaft, it was possible to monitor eight
thin-film gages simultaneously with differential output. Since
16 gages could be connected up to one module, a total of 128
sensors could be accommodated on one build, with gage se-

manufactured, and repeating the measurement after the in­
sulating layer had been applied. A typical comparison between
the two at a root section on the blade is shown in Fig. 6, where
it will be seen that the layer is remarkably uniform, with some
slight thickening toward the trailing edge region.

Electronic Circuit Design
The thin-film thermometers were to be energized from a

constant current source inside the rotor shaft, and the output
signals would also be amplified in the rotating frame, per­
mitting transmission through the slip-ring at a relatively high
level. The signal conditioning in-shaft would be somewhat
similar to that provided by the present generation of electrical
analogues in use in Oxford (Oldfield et aI., 1982) though with
the advent of digital signal processing, an exact mirroring of
the semi-infinite behavior with frequency was not now nec­
essary, reducing the component count to a manageable level.
After transmission through the electrical slip-ring, signals would
be buffered by differential amplifiers before being sampled by
the data acquisition AID system.

In-Shaft Electronics Conceptual Design. The in-shaft sig-

Fig. 6 Measured blade profile before and after enameling

Fig. 5 Photograph of an Instrumented rotor blade
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Fig. 10 Post-slip-ring signal conditioning unit 

lection being controlled externally by four multiplexer address 
lines. 

The particular slip-ring used was a 24-channel, air-cooled 
unit made by IDM, type PM-24-01TC. It had silver-plated 
rings and silver graphite brush tips. Of the 24 lines, 16 were 
used by the amplifier differential outputs, four as address select 
lines, and three as power supply connections (+15 V, earth, 
- 15 V), leaving one spare. 

Post-Slip-Ring Signal Conditioning. The design of the post-
slip-ring signal conditioning unit was based around the AMP-
05 fast response J-FET differential input instrumentation am­
plifier. The high and stable CMRR (105 dB), coupled with a 
high slew rate (5 V/̂ is) and a suitable gain-bandwidth product, 
combined to provide a buffering unit, which could be placed 
close to the slip-ring outputs, so that transmission to the data 
acquisition system could be at a high level. A unit was designed 
(Fig. 10) that allowed input and output offset nulling, together 

- MEASURED 

-PREDICTED 

FREQUENCE IHz) 

Fig. 11 Measured and predicted frequency response of in-shaft circuit 

Table 2 Variation of component values and calculated breakpoints 

5 H -

R1 
R2 
R3 
R4 
C2 
C3 

Breakpoints 

ISC 
2nd 
3rd 
4th 

Nominal 

200 
1800 

22000 

100 K 

47 nf 

470 nf 

18.71 

170.75 

1915. 12 

20350.55 

Circuit 1 

198. 1 

1779 

2 1980 

99.924 K 

47.73 nf 

459.6 nf 

19.15 

175.97 

1907.70 

20294.55 

Circuit 2 

199.94 

1793 

21948 

99.925 K 

46.84 nf 

440.7 nf 

20.00 

181.88 

1929.06 

20543.38 

Circuit 3 

200.219 

1793 

21994 

99.927 K 

44.29 nf. 

440.1 nf 

19.99 

182.85 

2040.12 

21591.69 

Circuit 4 

198.7 

1787 

22195 

99.928 K 

44.88 nf-

449 nf 

19.62 

179.96 

2019.92 

21451.77 

with a switchable two-pole Butterworth filter, to define if nec­
essary the upper frequency limit. 

Data Acquisition System. A block diagram of the way in 
which the signal conditioning system interfaces with the data 
acquisition system has already been given in Fig. 1. The re­
quirement that mean and unsteady heat transfer rates must be 
available dictated that each channel must be sampled in three 
ways. The signal must firstly be d-c sampled to enable the 
temperature level of the thin-film thermometer to be ascer­
tained, including the period before a run when the turbine is 
rotating. There is a possibility of some heating of the blades 
if there is an imperfect vacuum in the working section before 
the run. Secondly, the a-c component of the same channel 
must be sampled at two different rates during the run, 2 kHz 
and 500 kHz, to enable the mean and time-resolved heat trans­
fer to be evaluated. 

Prototype Testing 
A most extensive series of tests was carried out on all aspects 

of the heat transfer instrumentation chain. In addition to sta­
tionary bench tests, a spinning rig was specially constructed 
to evaluate the effect of rotation on the gages and the in-shaft 
electronics. The construction of this rig had the added advan­
tage of providing experience of slip-ring and air-motor per­
formance, both components also being used on the rotor 
experiment itself. A total testing time of 15 h was achieved on 
the spinning rig, in some 240 runs. 

Stationary Tests. Frequency response and noise checks were 
carried out on prototype in-shaft circuits, before printed circuit 
board versions were produced. The values of the components 
controlling the gain frequency characteristics were measured. 
The component values for four circuits are given in Table 2, 
together with the calculated break points. The measured fre­
quency response for one of the circuits is shown in Fig. 11, 
exhibiting typically good agreement with the prediction until 
the bandwidth of the amplifier is reached. It was found that, 
given the small differences between the frequency responses 
and break points despite the variation in component values, 
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Fig. 12 Response, at various timescales, of thin-film circuit to parabolic 
input 
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Fig. 13 Variation of thin-film gage resistance with applied strain 
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Electro/mechanical 
coupling 

Slip ring 

Fig. 14 Schematic of spinning rig 

for numerical processing the nominal break points could be 
used. Measurements of noise indicated values of order 0.5 mV 
rms at output, with a thin-film gage connected and using a 
wide-bandwidth voltmeter. 

The continued correct functioning of the in-shaft electronics 
could be tested using an anti-analogue (Carlini, 1984). This 
was designed to apply a parabolic (with time) voltage input to 
a conventional heat transfer analogue, which should then pro­
duce a step output, simulating the semi-infinite response of a 
thin-film thermometer to a step in heat transfer. 

_I_ 9V 
50 mA 

Q) 2 slip ring channels^ 
shorted together 

Fig. 15 Measurement of slip-ring noise 

In the conventional analogue, the gain varies linearly with 
the square root of frequency. As noted earlier, the in-shaft 
electronics used a series of break points to mirror crudely the 
root frequency response. Depending on position relative to the 
break points, the gain was either constant or varied in direct 
proportion to the frequency. In applying the anti-analogue to 
the in-shaft electronics, and measuring the output voltage at 
different time scales, rather than seeing a step output, it was 
possible to see the resulting waveform increasing and decreas­
ing with respect to time, as the various break points came into 
play. An example of this is given in Fig. 12. This proved to 
be a reliable method for verifying the continuing functioning 
of the circuits after the initial frequency response tests. It also 
provided valuable early data with which to test the digital signal 
processing system (see below). 

Bench tests were also conducted on the thin-film thermom­
eters themselves. Tensile specimens were constructed from the 
same insulating layer/metal substrate combination that was 
used on the rotor blades. There was a particular interest in 
testing the change in thin-film resistance with strain, and a 
plot of the results in Fig. 13 shows that after some initial 
annealing (curve 1), the variation was quite repeatable, up to 
much higher levels of strain than those expected on the rotor 
blades. This change in resistance corresponds to a temperature 
change of order 0.5°C. 

Rotating Tests. At an early stage in the project it was 
decided to construct a spinning rig, designed to test the heat 
transfer instrumentation and the in-shaft electronics at the 
correct radius and rotational speed. The rig, shown schemat­
ically in Fig. 14, consisted of an air motor driving a shaft with 
a can mounted at one end. The can contained a version of the 
in-shaft electronics, and the two aerofoil-shaped bars were 
mounted from it, with thin-film thermometers and semi-con­
ductor pressure transducers held at a radius of 255 mm, rep­
resenting positions on the rotor blade. 

An electrical slip-ring was used to power the electronics, and 
to extract data from the rig. In addition the system, which was 
to monitor and control the rotating section on the ILPT, was 
tested on this rig. 

Using some of the slip-ring channels, a frequency response 
test was carried out on the in-shaft electronics while the rig 
was rotating. There was no discernable change in the per­
formance of the circuit. 

The noise characteristics of the slip-ring were tested using 
the system shown in Fig. 15. It was possible on occasions to 
obtain a noise power spectrum showing a peak at the funda­
mental rotational frequency, with higher harmonics (Fig. 16), 
though more generally, none was evident (Fig. 17). Measuring 
the true rms voltage directly yielded a value of less than 0.5 
mV. 

As well as establishing the mechanical integrity of the thin-
film thermometers and the connections to the in-shaft elec­
tronics, the rotating tests also provided useful results on the 
performance of the gages. The spinning rig was mounted in a 
pressure tank, but the system had never been designed for a 
high vacuum and the level of vacuum that could be achieved 
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Fig. 18 The d-c shift in signal from thin-film gage 

in practice was never better than 15 torr (mm of Hg). This, 
however, produced some interesting data on the operation of 
the thermometers. 

Referring to Fig. 18, as the speed of the rig was cycled to 
over 7000 rpm and down again in a period of 10 min, the 
d-c shift in signal from the thin-film gage was monitored, being 
a measure of the surface temperature. As the bar rotated, a 
driving temperature difference (ambient to recovery temper­
ature) was created and although the convective heat transfer 
coefficient was low at these low pressure levels, it was still 
enough to cause a significant increase in the thin film tem­
perature. With a lower plenum pressure level (18 torr in Fig. 
19) the same phenomenon existed, but the lower convective 
heat transfer coefficient slowed the response. At these pressure 

Fig. 19 The d-c shift in signal from thin-film gage 

levels, the expected temperature increase due to rotation before 
a run in the ILPT from these tests would be of order 13°C. 
This could be reduced by lowering the pressure in the working 
section still further (target 1-5 torr) and minimizing the time 
taken for the rotor to spin up to the desired speed before a 
run. 

Further details of these technology developments are given 
in an internal report (Ainsworth et al., 1987). 

Digital Signal Processing 
The instrumentation and data processing systems were re­

quired to provide accurate measurements of both the mean 
and unsteady heat flux components. The thin-film gage re­
sponds directly to the surface temperature, so that the surface 
heat flux must be inferred from the temperature, rather than 
being directly measured. 

The amplitude of the Fourier Component of the temperature 

signal, with frequency / , is proportional to 1A// times the 
amplitude of the corresponding heat flux signal component. 
Consequently, if the temperature signal were recorded directly, 
the high-frequency content of the derived heat flux signal could 
be swamped by one or both of electronic noise picked up before 
digital recording and quantization noise resulting from the 
A/D conversion. 

For the gage on the single-layer substrate, the problem may 
be overcome by using an electrical analogue (Meyer, 1960), 
which, suitably designed (Oldfield et al., 1982), produces an 

almost exact -y /g a m - This improves the signal-to-noise ratio 
across the entire recording bandwidth and also yields the sur­
face heat flux directly. 

In the case of a gage on a multilayered substrate the analogue 
may again be used to preserve the high-frequency content, but 
a postrecording digital filter must be applied to the sampled 
data to yield the heat flux. This corrects the low-frequency 
part of the spectrum to compensate for the metal base un­
derlying the coating (Doorly, 1985; Doorly and Oldfield, 1986, 
1987). 

Rather than use an analogue to amplify the high-frequency 
component of the temperature signal before transmission 
through the slip ring, the simpler frequency boosting circuit 
described earlier in this paper was adopted. The analogue would 
require more electronic components and digital postprocessing 
of the signal for multilayered gages would also be needed. The 
principles of converting a frequency-boosted gage signal into 
the corresponding surface heat flux have been described and 
illustrated for the analogue (Doorly, 1988). The procedure 
adopted depends somewhat on the details of the boosting cir­
cuit, although there are basically two alternatives. Firstly, a 
digital filter may be employed to transform the signal directly 
to heat flux, or secondly, the signal may be deboosted to 
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Fig. 20 Response of frequency boosting circuit to parabolic input 

Fig. 21 Reconstructed step in heat transfer 

recover a high-fidelity temperature signal, which may subse­
quently be transformed to heat flux. The advantage of the first 
procedure is that it is more direct and faster. The second 
alternative, however, is useful in providing a record of the 
surface temperature rise, so that a correction for the decrease 
in driving temperature potential may be made in calculating 
the Nusselt number. Furthermore, a nonlinear partial differ­
ential equation solver may be used, such as the method of 
lines, in order to check the possibility of errors induced by 
nonuniform thermal properties or finite model thickness. In 
using the latter approach, it may also be necessary to counteract 
numerical damping of the high-frequency signal components. 

For a general gage 

q(s) =F(s)'f{s) in Laplace Transforms 

= yfs'f(s)-C(s) 

= Va(s) • C(s) 

where Va(s) is the output of a perfect analogue and C(s) is 
the multilayer compensating filter. 

Writing the boosted temperature signal as 

VB=B(s)-T(s) 

gives q(s) = VB (s) ——— C(s). 

Inverting the Laplace Transform gives the convolution 

Q(t) = VB(t)*g(t)*c(t) 

where c(t) is given by Doorly (1988) and 

The accuracy of this approach was tested using the anti-
analogue circuit (Carlini, 1984), to provide a parabolic signal 
corresponding to the response of a single-layer gage to a step 
in heat flux, which was then passed through the frequency 
boosting circuit (Fig. 20). The sampled output V(t) was FFT 
convolved with g(t) (Fig. 21). As is evident, the step in heat 
flux is successfully recovered. 

Further details are given by Doorly (1987) together with 
illustrations of the recovered temperature signal procedure. 
Digital processing per se of the output signal from the in-shaft 
electronics introduces an error of order 0.1 percent in heat 
transfer level. The major error source in establishing heat flux 
level arises from the measurement of the enamel thermal prod­
uct, accurate to ±5 percent. 

Conclusions 
The newly developed technology of mounting thin-film ther­

mometers on an insulating layer applied directly to a metal 
surface has now been extended to a fully three-dimensional 
turbine blade surface, manufactured from a typical alloy in 
use for these components. The accompanying signal condi­
tioning electronics have been developed, permitting amplifi­
cation of signals to a higher level within the rotating frame, 
before transmission through a slip-ring. 

Extensive tests, both on the bench and in a purposely built 
spinning rig, have taken place, proving the technology that 
will be applied in the Oxford rotor experiment. In addition, 
the necessary digital signal processing routines have been de­
veloped and tested during the course of this research program. 
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Stagnation Point and Surface Heat 
Transfer for a Turbine Stage: 
Prediction and Comparison With 

ma 
Predictions using turbulence models are reported for the time-averaged heat-flux 
distributions on the vane and blade surfaces of the Garrett TFE 731-2 HP and 
Teledyne CAE 702 HP turbines. To provide the proper initial conditions for the 
boundary layer solution, the stagnation point process starting from the far free 
stream is considered. The mean velocity and temperature and the turbulence variation 
along the stagnation streamline are predicted with a Reynolds stress model so as to 
resolve accurately the turbulent normal stresses that govern the production of tur­
bulence in the stagnating flow. Using the results from the stagnation solution as 
initial conditions, the k-e model equations in boundary layer form are solved at 
midspanfor the pressure and suction sides of the vane and the blade, using a pressure 
distribution obtained from inviscid codes. The predicted surface heat transfer dis­
tributions are compared with measurements from short-duration full-stage rotating 
turbine measurements. 

Introduction 
Turbulence in the flow approaching a turbine blade can have 

a significant effect on the heat transfer at the blade surface. 
This free-stream turbulence influences not only the turbulent 
portions of the boundary layer on the blade, but also the quasi-
laminar flow at the leading edge and the location of the tran­
sition region. Turbulence in the free stream is characterized 
by an intensity and a length scale that are measures of the 
energy and size of the eddies. As the flow approaches the blade 
from the far free-stream location and passes over the blade 
these quantities change. Thus, in order to simulate properly 
the occurrences in the boundary layer generated on the blade 
surface, the local free stream-turbulence environment should 
be taken into account. 

The effects of the free-stream turbulence enter the prediction 
of the boundary layer on the blade surface in two ways, as 
illustrated in Fig. 1. First, the boundary-layer calculation is 
initiated from profiles for the velocity, turbulent kinetic en­
ergy, etc., near the stagnation point. Usually these initial ve­
locity and temperature profiles are taken from laminar 
stagnation-point theory and the turbulence profiles are ob­
tained from ad hoc assumptions. Secondly, quantities (kinetic 
energy and length scale or dissipation) describing the turbu­
lence need to be specified as boundary conditions in the free 
stream adjacent to the boundary layer for the boundary-layer 
calculation. These conditions in the inviscid stream adjacent 
to the boundary layer are obtained by integrating simplified 

versions of the turbulence-model equations in the streamwise 
direction around the blade surface from the stagnation region 
utilizing the inviscid flow velocity. Values at the stagnation 
point used to initiate this calculation are simply scaled from 
their far-upstream approach values. 

There have been several recent attempts to use the two-
equation kinetic energy/dissipation (k-e) model to predict the 
turbine component heat transfer. Consigny and Richards (1982) 
compared predictions made with the k-e model of Jones and 

FYee Stream Turbulence 
given by i ( and t . 

Initial Profile 

Boundary Layer 

Contributed by the International Gas Turbine Institute and presented at the 
33rd International Gas Turbine and Aeroengine Congress and Exhibition, Am­
sterdam, The Netherlands, June 5-9, 1988. Manuscript received by the Inter­
national Gas Turbine Institute June 18, 1987. Paper No. 88-GT-30. Fig. 1 Turbine flow with free-stream turbulence 
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Launder (1973) with the experimental heat transfer for a cas­
cade of turbine blades. The heat transfer at the leading edge 
region was not predicted. Their calculations started at some 
location away from the stagnation point with the initial velocity 
profile given by the solution of the Falkner-Skan equation 
and initial profiles for k and e obtained using the mixing length 
hypothesis. They found that the predicted beginning of tran­
sition was not well located, and in some cases, not predicted 
at all. Because of the failure to predict the transition there 
were discrepancies with experimental data on the suction sur­
face where the flow is in a state of transition over a considerable 
portion of the surface. Wang et al. (1985) also used the Jones 
and Launder k-e model to predict the heat transfer on two 
different cascades of turbine vanes. The general trends on both 
surfaces of the vanes were predicted, although the heat transfer 
levels were somewhat in error in some cases. They investigated 
two different methods to generate the stagnation-point pro­
files, one utilizing the fully laminar flow solutions and the 
other utilizing the zero-equation model of turbulence. To pre­
dict transition on the suction surface correctly they argued that 
the free-stream turbulence remained constant down the vane 
surface until a critical free-stream velocity was reached, at 
which point it was allowed to vary according to the one-di­
mensional model equations. Rodi and Scheuerer (1985) used 
the low-Reynolds-number version of the k-e model by Lam 
and Bremhorst (1981) to predict the turbine vane heat transfer. 
The calculations were initiated at a location away from the 
stagnation point, with the laminar velocity profile given by the 
Pohlhausen formula and the temperature profile related lin­
early to the velocity profile. The initial profiles of kinetic energy 
and dissipation were obtained from the empirical formulations. 
This version of the k-e model, with the above assumptions at 
the starting location, gave predictions of heat transfer coef­
ficients with reasonably good accuracy. Discrepancies with the 
measurements occurred only in the transition region, where 
the method showed a somewhat more rapid transition than 
was observed in the experiments. 

In order to obtain the proper conditions concerning the free-
stream turbulence for the boundary-layer prediction, the de-
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static pressure 
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uUV*, — free-stream turbulence intensity 
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mean velocity in x direction 

\l TJP = friction velocity 
mean velocity in y direction 
mean free-stream velocity 

i- tails of the stagnation process should be considered. Hence, 
;e the turbulence needs to be determined from the far upstream 
e location, where the inlet conditions to the blade row are spec-
y ified, to the blade surface at the stagnation point. In this paper 
n we use Reynolds stress modeling to calculate the variation of 
h the turbulence quantities along the stagnation streamline, thus 
t- determining the stagnation-point heat transfer. This solution 
d also provides the initial conditions for the boundary-layer cal-
e culation down the component surfaces. The boundary-layer 
•- solution, from which the surface heat transfer is determined, 
e is obtained using the two-equation k-e model of turbulence. 
is Surface heat transfer predictions are compared with data taken 
o with thin-film gages mounted on the vanes and blades of a 
h full-stage rotating turbine with a shock tube used as a short 
•r duration source of heated air. Comparisons are made for the 
d Garrett TFE 731 -2 H P and the Teledyne CAE 702 H P turbines. 

e_ Discuss ion of M e t h o d 
at 
ne Stagnation Streamline Turbulence. The stagnation point 
a t process can be viewed as made up of two parts. First, in the 
ji_ outer flow, an order of magnitude analysis shows that the 
3d turbulence does not significantly affect the mean flow. The 
m turbulent stresses are negligible in the momentum equations 
;r, and the flow is essentially in viscid. Turbulence in the outer 
tie flow is not directly affected by the surface except through 
i e interaction with the mean flow. Turbulence, starting in the 
n . flow far upstream of the stagnation point, will tend to decay 
jy by dissipation, but also will tend to increase by production 
s. due to stream wise velocity gradients as the body is approached. 
at Hence, the turbulence is not constant between the far-upstream 
f- approach flow and a location at the outer edge of the stagnation 
i e region boundary layer. In the outer flow the turbulence begins 
r e to be significantly changed at several leading edge radii up-
in stream by production from the mean flow velocity gradients. 

Secondly, the inner flow or near-wall region is directly af-
:- fected by the wall. The flow is affected by viscosity and the 
:- turbulent shear stress is important . A rough estimate shows 
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weight flow rate through turbine 
coordinate parallel to wall 
coordinate perpendicular to wall 
yujv 
turbulent stresses (Reynolds stresses) 

turbulent normal stresses 
turbulent shear stress 
turbulent heat flux 
boundary layer thickness 
Kronecker delta 
rate of dissipation of turbulent kinetic energy 
similarity variable 
molecular and turbulent viscosity 
fluid density 
k-e model constant 
(IJ. du/dy)w = shear stress at wall 

Superscripts 
( )* = refers to similarity variables 
( ) ' = fluctuating quantity 
( ) = time average 

Subscripts 
w = refers to wall surface 
oo = refers to free-stream condition 
e = refers to boundary layer edge 
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Fig. 2 Stagnation point nomenclature 

that, for flow over a circular cylinder, this layer can have a 
thickness of roughly 

b/R = 0.54(Tu L/R)l/2 (1) 

where Tu is the intensity and /„ is the length scale of the far-
upstream turbulence, and R is the radius of the cylinder. This 
relation was obtained from b/R = 2.4/Re1/2 for the laminar 
stagnation boundary layer, but using a turbulent eddy viscosity 
v, = cjixn L with c„ = 0.09 in place of the laminar viscosity 
and assuming that the turbulence intensity and length scales 
do not change in the outer flow. This relation shows that the 
boundary-layer thickness in the stagnation region can be on 
the order of 0.01 to 0.1 of the leading edge radius, depending 
on the magnitude of Tu and /„. In this layer the wall directly 
affects the turbulent diffusion processes. 

There have been many theoretical investigations of the ef­
fects of turbulence on stagnation-point flow. However, only 
Traci and Wilcox (1975), Sunden (1979), Strahle(1985), Strahle 
et al. (1987), and Hijikata et al. (1982) have considered the 
entire stagnation streamline process. Traci and Wilcox (1975) 
and Sunden (1979) used the k-<a two-equation model, where 
a; is the pseudovorticity. Although the predicted results of Traci 
and Wilcox (1975) and Sunden (1979) agree with each other, 
Sunden had to use low-Reynolds-number formulations of the 
model parameters to obtain agreement with experiment. Strahle 
(1985) and Strahle et al. (1987) used the k-e two-equation model 
of Lam and Bremhorst (1981). They had to adjust a parameter 
in the outer solution in order to get agreement with experiment. 
Hijikata et al. (1982) recognized the shortcomings of the k-e 
model when applied to the stagnation flow and developed a 
three-equation model, the third equation in addition to those 
for k and e being written for the anisotropy between the stream-
wise and transverse Reynolds stress components. They had to 
modify the return-to-isotropy expression in that equation to 
obtain agreement with experimental data. 

Two-equation models of turbulence utilize the constitutive 
relation 

"/ \dxj bxj f«. (2) 

for the Reynolds stresses. This equation works well for the 
shear components; however, it is not accurate for the normal 
components. The example of a homogeneous_shear Jlow where 
U = U(y), for which equation (2) gives u2 = v2 = w2 = 
2k/3, shows that it is not consistent with experimental obser­
vations even though uv = - v, dU/dy is satisfied. Furthermore, 
equation (2) shows that if the flow has no mean flow gradients, 

the turbulence can only be isotropic, which may not be true. 
If the flow is shear dominated then turbulent models utilizing 
equation (2) work well. However, if the shear is zero or weak 
and the production of turbulence is governed by normal stresses, 
as in the present problem, then the model prediction may be 
inaccurate. To avoid these difficulties, the dynamic equations 
for the Reynolds stresses should be used. Comparisons between 
predictions from the k-e model and the Reynolds stress model 
will be presented later to illustrate the inadequacy of the k-e 
model with equation (2). 

We consider the stagnation flow on a cylindrical surface as 
illustrated in Fig. 2. To a first approximation the potential 
flow field near the stagnation point is given by 

U=2V„x/R, V=-2V„y/R (3) 

which is reasonably valid for y/R < 0.1. The potential flow 
velocity field is linear in the region occupied by the boundary-
layer region whose thickness is given by equation (1). Hence, 
similar scaling to that used in the laminar solution can be 
applied to the turbulent case. Then for the mean flow 

r, = Rei/2\\p/Po,)dy/R 

U = 2VUX/RW 

(4) PV = -2PmVtxf/Re"2 

p = p0 - 2Po>V2 [x2/R2 + F(T,)] 

where / ' = df/di) and Re = 2paVx R/JX.^, and for the tur 
bulence quantities 

(5) 

U2 

U2 

w2 

uv 

e 

= v2 
r 00 

= v1 

= V2 

' 00 

= V2 

u2* (,) 

¥2*(v) 
W 2 * ( lj) 

(x/R) ui 

= (Vi/R)e*{V) 

The momentum equation is 

PUj 
MJL=_ 

dXj OXj £[' /at/,-

>*(.v) 

dUj 

dXj / 
-pu ",)] (6) 

where the mean quantities are taken to be mass averaged to 
account conveniently for variations in density, which are taken 
to be due only to changes in temperature and not compres­
sibility. Changes in density only occur in the boundary layer 
where the temperature changes. Substituting equations (4) and 
(5) into (6) and keeping first-order terms gives 

A „„ Re1/2 

K-. l"o, 
/ " -

+ //" - C/)'2 + ^ o (7) 

This equation determines the velocity profile in the boundary 
layer portion of the stagnating flow. The boundary condition 
at the edge of the boundary layer i s / ' (i?„) = 1.0 where i>„ 
is roughly given by equation (1) in the numerical solution. 
However, care was taken to make ij„ sufficiently large so the 
solution to equation (7) was independent of its choice. In the 
outer portion of the flow the potential flow solution for flow 
over a circular cylinder gives 

/ 
Re1 

1 
1 

(l+r;/Re1 /2)2 (8) 

It is assumed that the flow within a distance of several leading 
edge radii R of the turbine component is close to being that 
of a circular cylinder. Equation (8) is used outside the point 
where the solution to equation (7) i s / ' = 0.995. 

The thermal field is determined from the energy equation 

30/Vol. 111, JANUARY 1989 Transactions of the ASME 

Downloaded 01 Jun 2010 to 171.66.16.67. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Reynolds Stress Model 

k - £ Model 

Tu = 6% 

l„/R = 0.23 

Re~ •= 27500 

Re'liy/R 

Fig. 3 Comparison of turbulent kinetic energy approaching the stag­
nation point 

Wj 
dH 

dxj 

_3_ 

dXj VPr PrJ dx. 
(9) 

where H = h + F 2 /2 + k and the dissipation terms are 
negligible for relatively low speed stagnation-point flow. Since 
H significantly changes only in the boundary layer portion of 
the flow and is mainly influenced by cross-stream transport, 
a gradient diffusion assumption p ufl' = (/i,/Pr,)3///9x,- can 
be used. For the eddy viscosity we use n, = pCffJc2/e where 
/„ = 1 - e-°

M[5y+ as given by Chien (1982). The turbulent 
Prandtl number is taken to be Pr, = 0.9. Introducing the 
similarity variables given by equation (4) gives 

vPr ' Pr, 
JL (A. i Ellt] 
M„ \ P r Pr,)1 + fg'=0 (10) 

where g = (H - HW)/(H„ - Hw). The temperature profile 
can be obtained from the stagnation enthalpy profile with the 
velocity profile from the solution of equation (7) and utilizing 
perfect gas relations. The density profile is obtained from the 
perfect gas equation of state p = pRT where the pressure is 
determined from the last of equations (4) and F(-q) is determined 
from the y - momentum equation. 

To determine the Reynolds stress components the second-
order turbulence model given by Lumley (1978) was used with 
the formulation for the wall influence on the pressure-strain 
correlations given by Shin and Lumley (1986). These equations 
for the Reynolds stress model, when written in component 
form, are quite lengthy and, consequently, are given in the 
appendix along with the relevant model parameters. The equa­
tions are presented in Cartesian form and only those terms 
that remain after substituting the stagnation point form of the 
solution given by equations (4) and (5) are given. 

To illustrate the final form of the equations we present the 
turbulent kinetic energy equation even though in our solution 
we calculatejhe component energies and find the energy by 
k = (u1 + v1 + w2)/2. The turbulent kinetic energy equation 
is 

M d / dk , , „ — \ . . „ . 
pU, 

(11) 
where the production is P = - «,«, dlf/dxj. The pressure dif­
fusion is modeled Uj p = -p Uj q2/5 (Lumley, 1978); retain­
ing first-order terms after substituting equations (4) and <5), 
the turbulent kinetic energy equation for stagnation-point flow 
becomes 

— k*' - - -£- VRe" vq2/2 
fi00 5 Po„ 

and the production is 

+ fk*' + — (P*~e*)/2 = 0 
P<» 

(12) 

P* = 2[v2* p(f/P)' - u2*f')] (13) 

Note that the production involves the normal stresses u2 and 
v2 and for constant-density flow the production is proportional 
to their difference. The anisotropy in the turbulence that gov­
erns the production arises from the rapid part of the pressure-
strain correlationp(du/dxj + du/dx/), which accounts for the 
distortion of the turbulence by the mean flow. The turbulent 
interaction part of the pressure-strain correlation tends to re­
turn the turbulence to isotropy. In the k-e model the normal 
stresses are modeled with a gradient hypothesis that does not 
properly reflect the nature of the pressure-strain processes. In 
the present work, the Reynolds stresses are computed from 
the component equations given in the appendix. 

Equations (A1)-(A4), when put into similarity form with 
equations (4) and (5), determine the Reynolds stress compo­
nents u2*, v2*, w2*, and uv* along the stagnation streamline. 
These equations, along with equation (A5) for e*, are valid 
along the entire stagnation streamline, although uv* becomes 
negligibly small in the outer flow. This boundary value prob­
lem, consisting of the ordinary differential equations for the 
Reynolds stresses, is solved by finite differences and a block 
tridiagonal matrix solver. Zero stress conditions are set at the 
surface and u2 = v2 = w2 = 2k„/3, uv = 0 in the far free 
stream at a value of rj equivalent to many radii. Similarly, the 
equation for e* is finite differenced and solved by a tridiagonal 
solver with e = (2t>dkU2/dy)2 at the surface as given by Hanjalic 
and Launder (1976) and e„ = k3J2/l„ where the far free-stream 
kinetic energy k„ = 1.5 (TuK„)2 and length scale /„ are spec­
ified. Equations (7) and (10) are solved for the velocity and 
enthalpy profiles in the boundary-layer portion of the flow. 
Equation (8) gives the velocity in the outer portion of the flow 
and the total enthalpy is essentially constant there. The entire 
set of equations is iterated until satisfactory convergence is 
achieved. 

Figure 3 shows the Reynolds stress model solution (solid 
line) for the variation of turbulent kinetic energy along the 
stagnation streamline starting from far upstream values of Tu 
= 6 percent and l„/R = 0.23, which are the conditions for 
the TFE vane. It is seen, starting from far upstream (r; = 2000 
or y/R = 5), that the energy first decreases by dissipation 
before it begins to increase significantly by production at about 
r\ = 200 or y/R = 0.5. At about the edge of the boundary 
layer (r; = 10 or y/R = 0.025) the energy decreases toward 
the surfaces. 

Also shown in Fig. 3 is the k-e model (see next section) 
solution and it is seen that it is considerably different from 
the Reynolds stress model solution. As pointed out previously, 
the k-e model does not accurately predict normal stresses and 
these components govern the production in stagnation flow. 
The Reynolds stress model predictions were compared with 
turbulence data given by Hijikata et al. (1982) and heat transfer 
data from several sources in the literature. Good agreement 
was found. Details of these results are given by Tran and 
Taulbee (1988). 

Shown in Fig. 4 are the stagnation boundary layer temper­
ature and velocity profiles for the TFE vane (Tu = 6 percent 
and l„/R = 0.23). It is seen that the turbulent predictions are 
not too different from the laminar profiles. However, the 
predicted turbulent kinetic energy (Fig. 3) and dissipation pro­
files can be significantly different from those obtained from 
ad hoc assumptions, particularly since it is usually assumed 
that the turbulence properties are constant in the outer flow 
in turbine analysis (Consigny and Richard, 1982; Wang et al., 
1985; Rodi and Scheuerer, 1985). 

Boundary Layer Prediction. The boundary layer is a shear-
dominated flow and the k-e model can be used with confidence. 
The low-Reynolds-number version of the k-e model used is 
from Chien (1982). This version was chosen because it predicts 
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Table 1 Reference and turbulence conditions 

Fig. 4 Velocity and temperature profiles in the stagnation boundary 
layer 

transition and the succeeding turbulent boundary layer on a 
flat plate with good accuracy, although predicted transitions 
occurred more abruptly than observed from experiment, as is 
common with the k-e model. According to Patel et al. (1985) 
this version also performed reasonably well when compared 
with other model versions in predicting boundary layers with 
pressure gradients. 

The continuity, momentum, thermal energy, turbulent en­
ergy, and dissipation equations are 

SpU | dpV _ Q 

dx dy 

_ITdU dU 
pU— + pV — 

dx dy 

_TTdU _dH 8 
pU— + pV— = — 

dx ay dy 

_dP d_ 

dx dy 
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dx dy 
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O + Mr) 
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dy (?) 

(14) 

(15) 

(16) 

dk 

dy\ 

-r, ^ -,rde ° I ( M €̂ 

pD (17) 

+ Ci-n,\ C2f2 P~+pE 

where the turbulent eddy viscosity is p, = 
Chien's version, the model parameters are 

(18) 

pCJ^kVe. For 

a. = 1.3 C„ = 0.09 C, = 1.35 C2 = 1.8 

D = Ivk/y1 E = -2(xe/>'2)e-0-^+ 

fr = i_e-o.oii5j.-H f2 = i -o.22e-(R"/6)2 (19) 

where y+ = U7 y/v and ReT = k2/ve. The turbulent Prandtl 
number was taken to be Prt = 0.9. 

Equations (14)-(18) were solved numerically, marching down 
the surface, to determine the boundary layer and resulting heat 
transfer on the vane or blade surfaces. The calculation was 
initiated from the stagnation point solution profiles similar to 
those illustrated in Fig. 4. The turbulence conditions at the 
boundary layer edge, which are used as boundary conditions, 
are determined from a streamwise (one-dimensional version) 
of the k-e model 

GARRETT TFE 731 Teledyne 702 
Vane Blade Vane Blade 

Re„ 
Tu 
IJR 
ke/k„ 
h/L, 

27500 
6% 

0.23 
1.56 
5.89 

8190 
6% 

0.22 
1.62 
5.65 

91600 
6% 

0.09 
0.91 
0.67 

31000 
6% 

0.24 
1.84 
9.66 

uP 

dk, 

dx 
U, 

dee 

~dx = ~ c < 
(20) 

which are solved numerically starting from initial conditions 
obtained from the stagnation-point solution at a location just 
outside the stagnation point boundary layer. The production 
terms in equations (20) have been neglected, though they can 
be significant in the highly accelerated flow on the suction 
surface. However, some difference in the free-stream turbu­
lence level does not have much effect on the surface heat 
transfer in highly accelerated flow. The free-stream inviscid 
velocity distribution Ue(x) was obtained from MERIDL and 
TSONIC for the Garrett TFE 731-2 as outlined by Rae et al. 
(1986) and from the three-dimensional Denton code for the 
Teledyne 702 as outlined in by Dunn and Chupp (1988). 

Reference conditions for the two turbines used in the cal­
culation are given in Table 1. The far free-stream turbulence 
level for the vane was estimated from a heat transfer meas­
urement obtained using a circular rod placed 0.0074 m up­
stream of the vane for the TFE-731 test (Dunn et al., 1984). 
The length scale as well as the nature of the turbulence ap­
proaching the nozzle guide vane is unknown. In the test facility 
turbulence is produced by the shock wave standing in front of 
the model and by disturbances being fed upstream by the 
rotating turbine. Hence, the turbulence could be characteristic 
of the boundary layers on the component walls or it could be 
characteristic of the interaction between the shock wave and 
the oncoming flow. The length scale (/„ = 0.3 mm) used for 
the vane is characteristic of boundary layer turbulence at a 
Reynolds number based on the flow length from the inlet to 
the nozzle guide vane. Length scales estimated from the small-
scale variations in the time records from pressure transducers 
and resistance thermometers indicated length scales an order 
of magnitude larger. However, these fluctuations could be 
associated with some other unsteadiness in the flow, since the 
resolution of the pressure instrument is not sufficient to resolve 
the turbulence in this flow. 

Another problem associated with the upstream conditions 
is where to start the calculation for the approach flow. With 
no transport and production the model predicts essentially a 
decaying grid turbulence, which has a relatively rapid atten­
uation immediately after its initiation. If the calculation were 
initiated at the location (0.0074 m) upstream of the vane where 
the turbulence intensity was inferred to be 6 percent, little 
turbulence would be present as the fluid reaches the guide 
vanes. Since the turbulence in the vicinity upstream of the 
vanes is produced much farther upstream in the test model, 
the model calculation, corresponding to grid turbulence being 
initiated 0.0074 mm upstream of the guide vanes, is incorrect. 
However, the turbulence should probably decay in the midspan 
region of the channel upstream of the vane since the mean 
velocity gradient is small and the production is weak. For lack 
of something better, the calculation along the stagnation 
streamline was simply initiated at y/R = 5. This position 
allowed the turbulence to decay some before entering the steeper 
velocity gradients set up by the rounded leading edge of the 
vane contours where production becomes significant. 

The turbulent intensity and length scales for the blade were 
chosen to be characteristic of those in the trailing edge bound­
ary layer of the vane but allowing for some decay (~ 25 percent) 
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Fig. 5 Predictions of turbine blade heat transfer using different stag­
nation point initial profiles 
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Fig. 6 Comparison of experimental data with prediction for the TFE 
731-hp nozzle guide vane midspan 

since the blade would see somewhat lower turbulence levels 
than appear on vane surfaces. Also, given in Table 1 are the 
predicted conditions just outside the stagnation-point bound­
ary layer. 

Discussion of Results 
Figure 5 shows the boundary-layer heat transfer predictions 

on the surface of the TFE-731 vane using stagnation-point 
conditions from the Reynolds stress model and from the k-e 
model. It is seen that the stagnation point predictions from 
the two turbulence models are not too different. However, 
immediately after the stagnation point, the boundary layer 
calculation initiated from the k-e model stagnation-streamline 
calculations yields a high heat transfer due to the excessively 
large amount of turbulent energy in the stagnation profile. 
The high heat transfer rate rapidly attenuates farther down 
the surface so that the boundary layer heat transfer prediction 
from either initial condition is not too different. Away from 
the stagnation point the surface heat transfer is primarily gov­
erned by the high local pressure gradients, which tend to negate 
the effect of large turbulent kinetic energy in the stagnation 
region. Except for the region very near the stagnation point, 
the heat transfer from the boundary layer calculation initiated 
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Fig. 7 Comparison of experimental data with prediction for the TFE 
731-hp blade midspan 
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Fig. 8 Comparison of experimental data with prediction for the Tele-
dyne 702 nozzle guide vane midspan 

with the k-e model stagnation-process prediction is 5-10 per­
cent higher than that initiated from the Reynolds-stress model 
predictions. 

The predictions for the TFE-731 turbine surfaces are shown 
in Figs. 6 and 7 and for the Teledyne turbine in Figs. 8 and 
9. In each case the stagnation point Stanton numbers were 
overpredicted - 24 percent for the TFE vane. 41 percent for 
the TFE blade, and 15 percent for the Teledyne blade (there 
are no data at the stagnation point for the Teledyne vane). 
Part of these differences can be due to specification of the 
reference length scale and the choice of the point where the 
stagnation streamline calculation is initiated as discussed pre­
viously. Also, the velocity distribution on the stagnation 
streamline was assumed to be that for a circular cylinder. The 
measured values at the stagnation points were not too different 
from laminar stagnation point predictions. However, the lead­
ing edge thin-film gage may not have been placed at the actual 
stagnation point location. Also, predictions farther down the 
surface required certain amounts of turbulence at the stag-
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Fig. 9 Comparison of experimental data with prediction for the Tele-
dyne 702 blade midspan 

nation point region to prevent large laminar-type regions with 
low heat transfer rates from occurring on the suction surfaces. 

Overall the predicted heat transfer rates are reasonably good. 
Immediately downstream of the stagnation point the predicted 
Stanton numbers follow the trends of the experimental data: 
rapidly decreasing to a lower level. However, in the case of 
the Teledyne vane suction surface (Fig. 8) the experimental 
Stanton number increases to higher values between roughly 10 
and 40 percent of the wetted surface where the prediction did 
not increase rapidly. Part of the differences between prediction 
and experiment near the leading edge can be attributed to the 
pressure distribution obtained from inviscid codes. The grid 
spacings in these solutions were relatively coarse and may not 
have been able to resolve the rapid change in pressure along 
the surface away from the stagnation point. This is especially 
critical on the suction surfaces where the pressure decreases 
very rapidly to a sharp minimum at about 5-10 percent of 
surface from the stagnation point. The boundary layer cal­
culation required interpolation of the surface pressure distri­
bution from the inviscid solution, which also introduces errors. 
The lack of accurate definition of the inviscid pressure distri­
bution is felt to be responsible for some of the discrepancies 
observed in the predictions near the leading edge on the suction 
surfaces. 

Differences between the predictions and the measurements 
farther down the surface may be due to the use of a two-
dimensional boundary layer solution. However, due to sec­
ondary flow phenomena in the passage the boundary layer can 
be highly three dimensional. Also, the inviscid pressure dis­
tributions may be in error since they do not reflect vorticity-
generated secondary flows such as the horseshoe vortex. Fur­
thermore, the actual average pressure distributions, particu­
larly near the trailing edge of the vanes and the leading edge 
of the blades, may be different from steady inviscid predictions 
due to rotor-stator interactions. Finally, it is known that the 
k-e model does not perform very well in adverse pressure 
gradients (Rodi and Scheuerer, 1986). 

Conclusions 

In general, it is concluded that the Reynolds-stress model 
(Lumley, 1978) without adjusting model constants reasonably 
predicts the stagnation point process even though assumptions 
are made concerning the nature of the turbulence and its length 
scale far upstream of the vanes. With proper initial conditions 
obtained from the stagnation point solution, the k-e boundary 

layer model gives reasonable predictions for the heat transfer 
rates on the vane and blade surfaces. There are some discrep­
ancies between predictions and experiment that are thought to 
be due to inadequate definition of the inviscid flow pressure 
distribution, lack of knowledge concerning the length scale of 
the free-stream turbulence, and the inadequacy of the k-e 
model to predict boundary layers in adverse pressure gradients 
and the effects of free-stream turbulence with relatively large 
length scale. 
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Experimental determination of heat transfer rates to gas turbine blading plays an 
important part in the improvement of both the validation of existing design methods 
and the development of improved design codes. This paper describes a series of tests 
on an annular cascade of nozzle guide vanes designed for a high-work-capacity 
single-stage transonic turbine. The tests were carried out in the Isentropic Light 
Piston Cascade at the Royal Aerospace Establishment, Pyestock, and a brief 
description of this new test facility is included. Measurements of local heat transfer 
rates and aerodynamic data around the blade surface and on the end walls are 
described. 

Introduction 
For many years it has been recognized that the design of an 

efficient high-pressure turbine with adequate component life is 
crucial to the success of any gas turbine engine project, 
military or civil. Inherent in the design process is the need to 
predict accurately the aerodynamic flow and external heat 
transfer distributions around the airfoils and endwall surfaces. 
The increasingly complex three-dimensional geometry of 
modern high-pressure turbine blading compounds the prob­
lems of accurate prediction. The need for high-quality ex­
perimental data is still paramount, both to understand the per­
formance of current and proposed designs and as a basis for 
the development and validation of theoretical prediction 
methods. 

Some major advances in the techniques for measuring heat 
transfer to turbine blading originated from research at the 
Department of Engineering Science of Oxford University. 
Studies of blade cooling using shock tunnels and specialized 
instrumentation techniques for measurement of heat transfer 
began in the late 1960s, leading to the development of a novel 
form of intermittent wind tunnel specifically for this work. 

Out of this work came the facility at RAE Pyestock known 
as the Isentropic Light Piston Cascade (ILPC), which tests an 
annular cascade of turbine airfoils where secondary flow and 
endwall heat transfer have been correctly simulated. The 
facility was fully described by Brooks et al. (1985) but a brief 
summary of the principles of operation is included below for 
completeness. 

This paper presents the results of the first set of tests carried 
out in the tunnel on a cascade of nozzle guide vanes. 

The Principles 

For measurement of heat transfer from the gas to turbine 
components, it can be shown that it is acceptable to model the 

Contributed by the International Gas Turbine Institute and presented at the 
33rd International Gas Turbine and Aeroengine Congress and Exhibition, 
Amsterdam, The Netherlands, June 5-9, 1988. Manuscript received by the In­
ternational Gas Turbine Institute November 9, 1987. Paper No. 88-GT-10. 

gas-to-metal temperature ratio rather than actual 
temperatures. Thus, although the gases entering a turbine may 
be at around 1500 K and the blades at 1000 K, tests with blades 
at ambient temperature (288 K) only require a test gas 
temperature of 432 K. By using thin-film resistance ther­
mometers on an insulating substrate of known thermal 
properties to record local surface temperatures on the blades 
and by considering the flow of heat into the body of the blade 
to be one dimensional over short time periods, local heat 
transfer rates may be deduced. Heat transfer measurements 
may therefore be made by passing moderately heated gas over 
test blades for a period just long enough to record the response 
of surface temperatures to the passage of the hot gas. 

A gas total temperature of 432 K can be obtained by an isen­
tropic compression of modest pressure ratio from an initial 
temperature of 288 K. The test gas was contained within a tube 
and was compressed isentropically by a piston, which was 
driven along the tube by a flow of air from a high-pressure 
reservoir. When the gas had been compressed, and hence 
heated to the required temperature, a fast-acting valve was 
opened, which allowed the compressed gas to flow through a 
cascade of airfoils in the working section (Fig. 1). 

The specification for the ILPC required it to be capable of 
testing a full-size annular cascade of nozzle guide vanes from a 
large civil engine at correct Reynolds number and Mach 
number. This demanded a pump tube with a large volume. 
Considerations of a fine surface finish to permit smooth travel 
of the free piston limited the dimensions of the pump tube to a 
bore of 1.2 m with a length of 9 m. 

Initial pressures in the pump tube and downstream of the 
working section were preset to control the Reynolds number 
and Mach number of the flow through the working section. 
The area of the throat admitting high-pressure air behind the 
piston was matched to the throat area of the test cascade so 
that volumetric flow rates into and out of the tube were equal 
and thus conditions in the working section were constant over 
the test period. An idealized pressure-time relationship during 
a run is shown in Fig. 2. 
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Fig. 1 Configuration of the ILPC facility 

Signals from instrumentation in the test cascade were 
recorded during the run. Even in the short times available 
(typically 0.5 s) it was practical to record aerodynamic as well 
as heat transfer data provided that care was taken to minimize 
transducer tubing lengths and volumes. 

The derivation of heat transfer rates from surface 
temperatures may be done numerically. However, it can be 
done much more simply and directly by the use of an electrical 
analogue circuit. 

Testing at reduced temperature offers two further benefits. 
Firstly, at the lower temperatures a design Reynolds number 
simulation can be achieved at only 20-25 percent of the 
pressure levels required at typical engine temperatures. This 
significantly reduced rig stressing problems. Secondly, easily 
machinable materials can be used for the construction of test 
blades and other parts. 

The use of short-duration test facilities is also advantageous 
from the point of view of power requirements. To test a full-
scale set of nozzle guide vanes for a typical civil engine at max­
imum operating conditions in a continuous flow rig would re­
quire approximately 20 MW. The high-pressure compressor 
for the ILPC is rated at 43 kW. 

Data Acquisition System 

The data acquisition system included: 
96 pressure measuring channels 

(Scanivalve ZOC subsystem 25,000 samples/s) 
64 heat transfer rate channels 
16 tunnel monitoring channels 
128 computer A/D channels 

(20,000 samples/s, 12 bit) 
DEC PDP 11/24 computer employing the RT11 

operating system 
8 channel, 2 MHz, fast transient recorder (10 bit) 
12 channel UV recorder 
For the large number of pressure channels required, the 

Scanivalve ZOC (Zero, Operate, Calibrate) system was 
adopted. This system used multiple silicon pressure sensors 
that were partially temperature compensated and that had 
their zero, range drift, and linearity corrected immediately 
prior to making a measurement. The system had its own 
microprocessor, which, by controlling pneumatic valves built 
into the transducer modules, zeroed and calibrated each 
transducer before the tunnel was run. The system stored the 
pressure data taken during the run, scaled them according to 
the calibrations, and later downloaded them to the host PDP 
11/24 computer. 

Compression time 

Approx 1-0 s 
Run time 

Approx 0.5 s 

Dump tank 
init ial 
pressure Valve opens 

when P reaches 
pre-set valve 

Working 
section 
pressure 

Time 

Fig. 2 Idealized pressure-time history 

From there, test data were sent directly to a VAX 11/780 
computer for more detailed analysis and three-dimensional 
graphical presentation. 

The complete instrumentation system was run and 
monitored by a tunnel operating system software suite 
developed at Oxford by Baines (1983). It has been developed 
as a user-friendly, modular, menu-driven system, which was 
used to set up the instrumentation before a run, acquire data 
during the run, and subsequently process, print, and plot the 
results. 

Interlocking, alarms, and operating sequences for the rig's 
plant and test valve systems were controlled by two Program­
mable Logic Controllers (PLCs). 

The Cascade 

The annular cascade of 40 NGVs under test was from a 
high-work-capacity, single-stage, transonic, HP turbine de­
signed and tested by Bryce et al. (1985) at RAE Pyestock. The 
NGVs had a design outlet angle of over 74 deg, approximately 
constant from root to tip, and a design point exit Mach 
number of around 1.3. A major objective of the design was to 
control the transonic flow in order to achieve good turbine 
performance, and to this end the NGVs had convergent-
divergent passages with some degree of suction surface con­
cavity. The design gave full recognition to the constraints im­
posed by a practical coolable engine configuration. 

Two-dimensional cascade tests at Oxford by Litchfield and 
Norton (1982) demonstrated good aerodynamic performance 
of the midheight section at design conditions. However, in the 
cold flow turbine testing reported by Bryce et al. (1985) the 
mass flow was about 1.3 percent less than design, resulting in a 
significant overexpansion of the flow downstream of the 
throat followed by a sharp recompression. 

In these ILPC tests, the vanes and outer endwall were in­
strumented with heat transfer gages and static pressure tap­
pings. On the vanes, heat transfer gages were positioned at 
midspan and at 20 and 80 percent span planes on two vanes, 
which formed one passage. Pressure tappings were provided at 
midspan and at 8 and 92 percent span on six separate vanes 
around the annulus. Outer endwall measurements were taken 
from 30 static pressure tappings and 29 heat transfer gages 
positioned in two vane passages. Static pressure tappings and 
total pressure rakes were installed in the inlet casings at 
various points around the annulus and were used during initial 
testing to verify the uniformity of the inlet flow. 

The heat transfer instrumentation consisted of platinum 
thin-film thermometers on the vane surfaces and endwalls, 
which were manufactured from Corning MACOR machinable 
glass ceramic, a semi-infinite substrate for heat transfer 
analysis (Oldfield et al., 1978; Schultz and Jones, 1973). The 
heat transfer rates to the surfaces were derived from the sur­
face temperature signals by the use of the 100 kHz bandwidth 
analogue circuits described by Oldfield et al. (1982). 
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Fig. 4 Comparison of measured and predicted Mach number 
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Test Conditions 

Testing was carried out at three exit Mach numbers (1.1, 
1.3, and 1.4 designated M-, M design, and M+ , respectively) 
and at two Reynolds numbers (1.75 x 106 and 3.5xlO6, 
designated Re- and Re des). Testing at higher Reynolds 
numbers, and at lower exit Mach numbers at Re des, was not 
possible due to mechanical limitations applicable to this initial 
commissioning build only. 

Vane surface heat transfer and pressure results were also 
compared with work undertaken at OUEL on a two-
dimensional cascade of the same vane profile (Litchfield and 
Norton, 1982). Throughout the build, a grid was installed in 
the inlet duct to generate isotropic turbulence at the vane 
leading edge plane sufficient to ensure suction surface bound­
ary layer transition. The turbulence intensity was measured at 
6.9 percent using a constant-temperature hot-wire 
anemometer built into the leading edge of one vane (Appendix 
1). 

Profile Aerodynamic Measurements 

The isentropic Mach number distribution around the 
midheight section of the airfoil, calculated from measured sur­
face static pressures, is shown in Fig. 3. The smooth accelera­
tion around the suction surface will be noted with no discon-
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Fig. 5 Variation of Mach number distribution with position on vane 

tinuities due to overexpansion and recompression near the 
throat. Downstream of the throat a pronounced peak in the 
characteristic occurred followed by a sharp recompression and 
some supersonic expansion toward the trailing edge. This 
discontinuity on the suction surface was caused by the imping-
ment of the cross-passage oblique shock wave system 
emanating from the trailing edge of the adjacent vane. The 
figure also compares the results from this annular cascade 
with those obtained on the two-dimensional cascade at Oxford 
University using the same midspan profile (Litchfield and 
Norton, 1982). The distributions are very similar with the ex­
ception that the annular cascade experienced a sharper recom­
pression downstream of the shock wave impingement region. 

The close agreement between the experimental vane surface 
Mach number distribution at various vane exit conditions and 
that computed using a Denton three-dimensional time march­
ing program can be seen in Fig. 4. 

Higher experimental velocities near the trailing edge were 
probably caused by increased flow blockage due to viscous ef­
fects which were not modelled in the inviscid calculation pro­
cedure. The trailing edge shock interaction remained signifi­
cant even at low exit Mach numbers on this midspan section 
and there is evidently some negative lift over the final 10 per­
cent of the surface. 

The nozzle was designed to produce the maximum efficien­
cy from its matching turbine stage by concentrating the work 
in regions of minimum loss, i.e., in the hub and midspan 
regions, where secondary and tip clearance losses are less 
severe. This span wise variation may be seen in Fig. 5, where 
the Mach number profiles at 8, 50, and 92 percent are 
superimposed. The tip section of the vane has been successful­
ly off-loaded even at the high exit Mach number test condition 
shown and did not experience the sharp, shock wave induced 
expansion and contraction that were features of the midspan 
and root sections. 

Gradual span wise surface variations were also present, but 
at all test conditions the pressure surface flow remained stable 
with no evidence of diffusion. 

The vane's aerodynamic performance was largely independ­
ent of Reynolds number, and Fig. 6 shows the close agreement 
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ment of the surface Mach numbers at the two Reynolds 
numbers used for these tests. 

The aerodynamic results fully confirmed the repeatability 
and consistency of the cascade's performance both with 
previous work and theoretical prediction. 

Vane Surface Heat Transfer 

Figures 7,8, and 9 show the variation of heat transfer over 
the vane surfaces at three spanwise planes and at three exit 
Mach numbers all at a Reynolds number of 1.75 xlO6. 
Superimposed on these figures are the corresponding surface 
Mach number distributions (pressures were measured at 8, 50, 
and 92 percent span). On the pressure surface, high leading 
edge stagnation region heat transfer fell to reach a minimum 
at 30 percent of the surface length before increasing gradually 
as progressive turbulent boundary layer growth took place 
over the pressure surface. 

The pressure surface heat transfer was virtually unaffected 
by the exit Mach number variation. This may be expected due 
to the nozzle being fully choked, with no variation in pressure 
surface Mach number distribution. At higher exit Mach 
numbers on the 20 percent span, root section there is evidence 
of a reduction in heat transfer over the final 20 percent of the 
surface. Brown and Martin (1979) have shown that pressure 
surface turbulent heat transfer rates can be determined from 
flat plate Nusselt/Reynolds number correlations. The heat 
transfer coefficient is then directly related to free-stream mass 
flux (or mass flow density) (pu) and inversely to the length of 
the fully turbulent surface by the equation 

h = kli
2{pu)os/x0-2 (1) 

It follows that heat transfer will fall if the following condition 
is true: 

20*/. span 66V. surface length 

— Run 57 M=-des 

— Run 56 M =des 

0 -200 0.300 

T ime ( s e c o n d s ) 

Fig. 10 
number 

Sensitivity of suction surface boundary layer to exit Mach 

d (pur 
dx x 

•H<0 (2) 

In accelerating supersonic flow, density decreases at a faster 
rate than the velocity increases, so that the mass flux decreases 
and hence a reduction in heat transfer coefficient is to be ex­
pected. The fall in heat transfer at the rear of the pressure sur­
face was probably due to this effect. 

There is some evidence from Figs. 7 to 9 that the leading 
edge stagnation point was displaced from the geometric 
stagnation point, at which the heat transfer gage at midspan 
was positioned, around on to the pressure surface. 

The rapid acceleration around the suction surface with its 
favorable pressure gradient produced the expected fall in heat 

Journal of Turbomachinery JANUARY 1989, Vol. 111/39 

Downloaded 01 Jun 2010 to 171.66.16.67. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



S u c t i o n sur ta. 
Leading 

edge Pressure surta. S u c t i o n suM, 

100 80 60 20 0 20 40 60 80 100 
Pe rcen t s u r f a c e l eng th 

Fig. 11 Spanwise variation of heat transfer: R e - , M- Fig. 14 Spanwise variation of heat transfer: Re des, M + 

Suc t i on s u r t a 
Lead ing 

edge Pressure su r f ace 
S u c t i o n surface P r e s s u r e surface 

A -

s A - ^ 
Exi t Ma 
Reynolds 

_ - - G -

-f -

e--

h N 
No 

--

o = 1 
= 1.75 

80 ' / . 

50V. 

20 V. 

29 
x 10fc 

span 

span 

span 

80 60 40 20 0 20 10 60 80 100 
Percen t su r face lenglh 

Fig. 12 Spanwise variation of heat transfer: R e - , M des 

Re 

Ex 

yno ld s 

t Mach 

50V, span 

A 

o 

Oxford 

Pyestoc 

No 

No 

2D 

= V75 

= 1.29 

casca 

k 3D cas 

106 

de 

ade 

100 80 60 40 20 0 20 
Percen t s u r f a c e l e n g t h 

Fig. 15 Comparison of heat transfer measured at Pyestock and Oxford: 
R e -

S u c t i o n surf. P ressure surface 

Exi 

Rey 

_ 

-

Ma 

io)ds 

- O -

- - f -

— O -

h N 

No 

— 

__ 

o = 1 

= 1.75 

80 V. 

50 ' / . 

20 V. 

42 

x10 b 

span 

span 

span 

100 60 60 A0 20 0 20 40 60 60 100 
Percent s u r f a c e l e n g t h 

Fig. 13 Spanwise variation of heat transfer: Re - , M + 

transfer through the laminar boundary layer, which reached a 
minimum at 30 to 40 percent of the surface length. This region 
was insensitive to exit Mach number variation, as would be ex­
pected. Turbulence-induced transition took place over the 
next 10 percent of the surface with a consequent increase in 
heat transfer. The boundary layers beyond this point were af­
fected dramatically by shock wave interaction as discussed 
earlier. As may be seen in Fig. 9, wide variations in heat 
transfer were found at the same location due to the strength 
and point of impingement of this shock system. The gages 
showing reductions in heat transfer in this region were af­
fected by the supersonic acceleration upstream of the imping­
ing compression shock wave and it is possible that some 
relaminarization of the boundary layer may also have oc-
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curred. Following the compression through the shock, a fur­
ther increase in heat transfer was experienced on some films. 
The lack of flow visualization results and the wide spacing of 
the heat transfer gages at each spanwise plane on this critical 
part of the suction surface did not allow a more detailed study 
of the shock wave impingement effects during this commis­
sioning build. 

Figure 10 is the raw heat transfer signal from one heat 
transfer gage on the suction surface of the vane. As the exit 
Mach number was increased, the boundary layer at that point 
changed from turbulent through transitional to laminar with a 
consequent reduction in heat transfer. This clearly 
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Fig. 17 Outer endwall Mach number contours 

demonstrates the ability of the measurement technique to 
identify boundary layer states around turbine vane surfaces. 

For completeness, the low Reynolds number span wise heat 
transfer distributions are reproduced in Figs. 11, 12, and 13 at 
the three exit Mach numbers. There was little span wise varia­
tion over the pressure and suction surfaces outside the regions 
affected by shock wave impingement on the suction surface. 
The higher exit Mach numbers, and in consequence, increased 
rate of supersonic acceleration toward the root of the blade, is 
indicated by the trends at the downstream end of the pressure 
surface. 

Figure 14 is analogous to Fig. 13 but at the design Reynolds 
number of 3.5 xlO6. Pressure surface behavior was very 
similar to the low Reynolds number tests but with levels of 
heat transfer significantly higher than the leading edge stagna­
tion values. The suction surface data were less well ordered 
but earlier transition would appear to have taken place on the 
midspan and tip sections. 

Limited comparison with the Oxford two-dimensional 
results was possible and Figs. 15 and 16 compare the midspan 
heat transfer distributions at two different test conditions. The 
general shape of the curves is similar and higher heat transfer 
toward the rear of the pressure surface at low Reynolds 
number (Fig. 15) on the ILPC tests was probably due to varia­
tions in surface finish and turbulence levels between the two 
test vane installations (Tu (ILPC) = 6.9 percent, Tu 
(OUEL) = 4.5 percent). Work at Oxford on surface finish, 
cleanliness, and the effect of turbulence demonstrated that the 
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Fig. 18 Outer end wall Nusselt number contours 

transitional pressure surface boundary layer on this vane was 
sensitive to changes in these variables. 

Endwall Results 
This build allowed both pressure and heat transfer 

measurements to be taken on the outer endwall of a vane 
passage. Figure 17 shows the Mach number contours for the 
two Reynolds numbers used. The close similarity and location 
of the sonic line will be apparent. The flow accelerated 
uniformly downstream of the throat until a region of overex-
pansion was encountered toward the rear of the suction sur­
face due to trailing edge shock wave systems. 

The heat transfer Nusselt number contours in Fig. 18 show a 
uniform distribution across the vane inlet at midpassage with 
high levels concentrated under the leading edge horseshoe 
vortex regions. A saddle point region of moderate heat 
transfer is evident early in the passage with its major axis 
aligned with the anticipated path of the pressure surface leg of 
the horseshoe vortex as it moved across the passage towards 
the suction surface. As was seen by Graziani et al. (1979) and 
Gaugler and Russell (1983), this region has a complex flow 
pattern and rapid variations in heat transfer are to be 
expected. 

The endwall contours around the suction surface, leading 
edge, endwall region show a progressive increase in heat 
transfer having similar curvature to that of the Mach number 
contours over the same region. 
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The midpassage region featured a broad plateau of high 
heat transfer stretching right across the passage. In this region, 
it is to be expected that endwall boundary layers will be thin 
and heat transfer consequently high due to the cross-passage 
pressure gradient sweeping endwall flow toward the suction 
surface. 

Toward the rear of the suction surface the contours are 
parallel to the vane profile and heat transfer decreased toward 
the suction surface endwall intersection. 

The work of Gaugler and Russell (1983) and York et al. 
(1984) produced similar contour patterns in the downstream 
endwall areas and around the suction surface leading edge 
region to the present work. There was no obvious evidence of 
the passage vortex itself creating high heat transfer as it passed 
across the endwall surfaces, 

Any meaningful study of the complex influence of passage 
flows on endwall heat transfer must include the study of 
temperature ratio, turbulence, contouring, and inlet boundary 
layer effects. None of the these variables were changed in the 
present tests but the results presented here show that the rig 
and instrumentation techniques are capable of measuring end-
wall heat transfer detail. 

Conclusions 

The measurements have been shown to be repeatable and 
consistent with both prediction and previous test results from 
a two-dimensional cascade. The inlet turbulence level was 
measured and found to be adequate to ensure that suction sur­
face boundary layer transition occurred. 

Endwall heat transfer and pressure measurements have been 
made and localized effects identified but with no strong 
evidence of high heat transfer due to cross-passage vortices. 

This test facility provides an ideal vehicle for realistic three-
dimensional heat transfer and aerodynamic studies on high-
pressure turbine nozzle guide vanes and the work will be ex­
tended to include flow field traversing, flow visualization, and 
representative cooling flow. 

Acknowledgments 

Without the creativity and expertise of the Oxford Universi­
ty Engineering Science Department team led by the late Pro­
fessor Schultz, this program of work could not have been 
launched or reached its present state of development. Their 
advice, encouragement and support have been indispensable 
and are gratefully acknowledged. 

References 

Baines, N. C , 1983, "Laboratory Data Acquisition, Processing and Display 
System. Users and Programmers Guide," Technical Report 1462/83, Depart­
ment of Engineering Science, University of Oxford, United Kingdom. 

Batchelor, G. K., and Townsend, A.A., 1948, "Decay of Isotropic Tur­
bulence in the Initial Period," Proceedings of the Royal Society, London, Vol. 
193, p. 539. 

Brooks, A. J., Colbourne, D. E., Wedlake, E. T., Jones, T. V., Oldfield, 
M.L.G., Schultz, D. L., and Loftus, P. J., 1985, "The Isentropic Light Piston 
Cascade Facility at RAE Pyestock," Proceedings, AGARD Conference No. 
390, Heat Transfer and Cooling in Gas Turbines, Bergen, Norway. 

Brown, A., and Martin, B. W., 1979, "Heat Transfer to Turbine Blades With 
Special Reference to the Effects of Mainstream Turbulence," ASME Paper No. 
79-GT-26. 

Bryce, J. D., Litchfield, M. R., and Leversuch, N. P., 1985, "The Design, 
Performance and Analysis of a High Work Capacity Transonic Turbine," 
ASME Journal of Engineering for Gas Turbines and Power, Vol. 107, pp. 
931-937. 

Consigny, H., and Richards, B. E., 1982, "Short Duration Measurements of 
Heat Transfer Rate to a Gas Turbine Rotor Blade," AMSE Journal of 
Engineering for Power, Vol. 104, pp. 542-551. 

Gaugler, R. E., and Russell, L. M., 1983, "Comparison of Visualised Tur­
bine Endwall Secondary Flows and Measured Heat Transfer Patterns," NASA 
TM 83016. 

Graziani, R. A., Blair, M. F., Taylor, J. R., and Mayle, R. E., 1979, "An Ex­
perimental Study of Endwall and Airfoil Surface Heat Transfer in a Large Scale 
Turbine Blade Cascade," ASME Paper No. 79-GT-99. 

Ligrani, P. M., and Breugelmans, F. A. E., 1981, "Turbine Blade Cooling 
Research at the Von Karman Institute for Fluid Dynamics," Fifth Int. Symp. on 
Air Breathing Engines, Bangalore, India. 

Litchfield, M. R., and Norton, R. J. G., 1982, "Heat Transfer Measurements 
on a Transonic Nozzle Guide Vane," ASME Paper No. 82-GT-247. 

Oldfield, M. L. G., Jones, T. v . , and Schultz, D. L., 1978, "On-line Com­
puter for Transient Turbine Cascade Instrumentation," IEEE Transactions on 
Aerospace and Electronic Systems Vol. AES-14, pp. 738-749. 

Oldfield, M. L. G., Burd, H. J., and Doe, N. G., 1982, "Design of Wide-
Bandwidth Analogue Circuits for Heat Transfer Instrumentation in Transient 
Wind Tunnels," 16th Symposium of the International Centre for Heat and 
Mass Transfer (Heat and Mass Transfer in Rotating Machinery), Dubrovnik, D. 
E. Metzger, ed., Hemisphere Publishing Corp., New York, 1984. 

Priddy, W. J., and Bayley, F. J., 1985, "Effects of Free Stream Turbu­
lence on the Distribution of Heat Transfer Around Turbine Blade Sections," 
Int. Journal of Heat and Fluid Flow, Vol. 6, No. 3. 

Schultz, D. J., and Jones, T. V., 1973, "Heat Transfer Measurements in 
Short Duration Hypersonic Facilities," AGARDograph AG-165. 

York, R. E., Hylton, L. D., and Mihelc, M. S., 1984, "An Experimental In­
vestigation of Endwall Heat Transfer and Aerodynamics in a Linear Vane 
Cascade," ASME Journal of Engineering for Gas Turbines and Power, Vol. 
106, pp. 159-167. 

A P P E N D I X 

Turbulence Measurements 

The influence of free-stream turbulence on turbine blade 
heat transfer is well catalogued. It has been shown that free-
stream turbulence levels in excess of 4 percent lead to a tur­
bulent boundary layer on the blade representative of the 
boundary layer on the NGV of an aircraft gas turbine (Ligrani 
and Breugelmans, 1981; Consigny and Richards, 1982; Priddy 
and Bayley, 1985). The ILPC is fitted with an annular tur­
bulence grid, the bar diameter being 10.0 mm with 80 bars, 
situated 200 mm upstream of the NGV row. The calculation of 
bar diameter and spacing was based on Batchelor and Town-
send (1948) to yield turbulence levels of 4-5 percent. 

Measurements were made using a single hot-wire probe 
(DISA 55 PI 1) with a wire diameter of 5 fim and length of 1 
mm. The wire was operated at 10 overheat ratios and the 
resulting data analyzed using a modified version of the theory 
presented by Oldfield et al. (1978). The modification to the 
theory is presented below. Using a wire exponent (n) of 0.48 
yields a turbulence intensity level of 6.9 percent, which is 
deemed to be adequately representative of conditions at entry 
to an engine NGV. 

Following the scheme outlined by Oldfield et al. (1978) but 
redefining the overheat ratio for the hot wire as 

yields an equation for the power consumption of the hot wire 
as 

which when processed as described by Oldfield et al. (1978) 
yields 

ir" ^-^-rn^^^w- (5) 

This is parabolic in the overheat ratio X, and the first term in 
equation (5) yields the fluctuation of Reynolds number, which 
is identical to the turbulence intensity. 
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Study of the Conwectiwe Heat 
Transfer in a Rotating Coolant 
Channel 
An experimental and theoretical study of convective heat transfer in a rotating 
coolant channel was inspired by the potential application to cooled turbine rotor 
blades. The flow that circulates into the internal cavity of the blade is subjected to 
Coriolis and centrifugal forces, in addition to pressure and friction forces. In this 
study, the channel is a rectangular-sectioned duct that rotates around an orthogonal 
axis. The experimental rig is composed of a vacuum enclosure, which includes an 
electric furnace, and the test section, heated by radiative flux. The temperatures of 
the wall test section are measured with thermocouples and the infrared pyrometer 
technique still under development. The convective heat transfer coefficients are 
determined with transient or steady-state techniques. It is shown that Coriolis ac­
celeration has a beneficial influence on mean heat transfer. Locally, along the 
pressure side, the transfer increases strongly and on the contrary along the suction 
side, it decreases slightly. These effects are analyzed theoretically with a Navier-
Stokes three dimensional (with mixing length model of turbulence) and explained 
by the influence of Coriolis force, which induces a secondary flow and distorts the 
velocity and temperature profiles. Experimental and theoretical results are presented 
and discussed. 

Introduction 
Recent progress in research on turbine blade cooling has led 

to examination of the influence of rotation on different cooling 
techniques. 

Blade cooling is based on three techniques (Fig. 1): (a) 
internal convection inside a blade (with or without impinge­
ment effect), (b) convective heat transfer inside holes, (c) film 
cooling. 

In this paper, a study of the influence of rotation on the 
convective heat transfer inside a rotor blade is presented. 

The internal cavity of modern blades is very complex. Dif­
ferent types of "turbulators" are managed within the blades; 
they improve the convective heat transfer. But the simultaneous 
analysis of these different cooling methods with rotation is 
difficult. Thus, in a first step, in order to emphasize the main 
influence factors, this study has been restricted to a simple 
geometry: a turbulent flow in a rectangular-sectioned duct 
rotating in the orthogonal mode (Fig. 2). In the future, another 
geometry without or with "turbulators" will be studied. 

The flow and heat transfer in a rotating channel have been 
extensively reviewed and discussed in papers by Morris et al. 
(1980,1987), Spalding et al. (1978), Kheshgi and Scriven (1985), 
and Siegel (1985) in particular for a channel that is perpen­
dicular to the axis of rotation. 

Contributed by the International Gas Turbine Institute and presented at the 
33rd International Gas Turbine and Aeroengine Congress and Exhibition, Am­
sterdam, The Netherlands, June 5-9, 1988. Manuscript received by the Inter­
national Gas Turbine Institute September 15, 1987. Paper No. 88-GT-35. 

However, these studies cover essentially: for the experi­
ments: circular, square, and triangular ducts; for the com­
putations', laminar flows. 

The rectangular duct has been studied, for turbulent flow, 
theoretically by Spalding with a "parabolic" procedure and 
experimentally by Moore. 

In the present work, two approaches have been explored: 
1 an experimental one for the direct determination of local 

heat exchange coefficient by use of heat balance for a volume 
element of the test section. This aspect is the main part of this 
paper. 

2 a numerical one based on the resolution of the Navier-
Stokes equations in three dimensions with the classical mixing 

Main flow 

high 
temperature 

Fig. 1 Cooled blade: (1) internal convection; (2) convective transfer in 
holes; (3) film cooling 
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length model for the turbulence (boundary layer assumption). 
This approach will be developed in the theoretical part. 

The objective of this work is the validation of the numerical 
prediction for its extension to the flow and heat transfer in a 
rotating cavity of rotor blades. 

Analysis and Governing Equations of Flow and Heat 
Transfer in a Rotating Channel 

When a channel is rotating around an axis perpendicular to 
its length (main flow direction), the flow is subjected, in ad­
dition to pressure and friction forces, to centrifugal and Cor-
iolis forces. Qualitatively, Coriolis force induces a secondary 
flow and there are essentially two symmetric vortices. This 
secondary flow distorts the velocity and temperature profiles; 
thus the friction factor and heat transfer coefficient are mod­
ified. For turbulent flow, the centrifugal force has an effect 
smaller than the Coriolis force and its influence will be known 
with precision by comparison between centrifugal (outward 
flow) and centripetal (inward flow) channels. 

The equations governing this problem are continuity, mo­
mentum, and energy, where the centrifugal (po)2x, po>2y) and 
Coriolis (-2po>u, 2pwv) terms appear (Fig. 3). 

In Cartesian coordinates these equations take the form: 
Continuity: 

A 

d(pu) d(pv) 

dx dy 
d(pw) = Q 

dz 

Momentum: 

o „ d d dP . „ 
—- (pu2)+ —(puv)+ —(pww) = - — + pw2x + 2poiv 
dx dy dz ox 

d du d du 
+ Ty*XTy + o-z,iTz 

— (puv)+ —(pv1)+ —(pvw) = 
dx dy dz 

dP 

dy 
+ p<j?-y — Ipuiu + viscous terms 

d d d , dP 
—(puw)+ — (pvw)+ —(pw2)= - — + viscous terms 
dx dy dz az 

Cross-section of 
the test section 

Cooled rotor blade 

# 

Pressure side 
(trailing edge) 

Fig. 2 Schematic representation of rotor blade cooled by internal con­
vection and a channel simulating internal cavity of blade 

Fce,x = p u x 

Fig. 3 Representation of a rotating rectangular duct in Cartesian co­
ordinates 

Energy: 

d d d d T fi dH, 
T{puR)+ —{PvR)+ —(pwR)= j - ^ - r 2 

dx dy dz d*LPrt dx 
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specific heat 
diameter 
hydraulic diameter 
thickness of wall test 
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centrifugal force 
Coriolis force 
heat transfer coeffi­
cient 
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thermal conductivity 
length of the duct 
mass flow 
Nusselt number 
pressure 
Prandtl number 
turbulent Prandtl 
number 
conductive flux 
convective flux 
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incoming radiative 
flux from the fur­
nace 
radius 
Rayleigh number 
Reynolds number 
Rossby number 
mean temperature 
total air temperature 
furnace temperature 
wall temperature 
time 
velocity components 
velocity 
friction velocity 
coordinates 
external perimeter of 
a cross section 
internal perimeter of 
a cross section 
mean perimeter of a 
cross section 

AY = 

0 = 

S = 

e = 
X = 
/* = 
v = 
P = 
a = 
0) = 

Subscripts 
0 = 
c = 
i = 

PS = 
SS = 

height of surface ele­
ment 
coefficient of volume 
expansion 
normal distance to 
the wall 
emissivity 
wavelength 
dynamic viscosity 
kinematic viscosity 
density 
Stefan constant 
rotating speed 

static channel 
center of the duct 
inlet of the duct 
Pressure Side 
Suction Side 
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Geometry : 
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. b = 8 mm 

Table 1 
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= 225 mm 

Fig. 4 Test section 

Thermocouples 

Fig. 5 Position of thermocouples 

,2Y2 

R=H: u'X - ~ and Hj=CPTa 

They may be used to identify suitable nondimensional groups 
that characterize the effect of rotation with dimensional anal­
ysis; for example, by use of dimensionless variables, the mo­
mentum equation for the x direction is written as 

b „ b _ b bf 
~(pii2) + —(puv)+ ~(puw)=- — 
ox by bz ox 

Ra 
—-— pir) - ric) + 2p E5Ro + — jl 

1 (b2u b2u\ 

Re2 Re r \by2 bz2) 

where 

x=x/DH u=u/Vj p=p/pi 
y=y/DH v = v/Vi ji=p/fr 
z = z/DH w=w/Vj 

and * = P'/pi V? with bP'/bx = bP/bx - Pcu
2x and T, 

Pr • (Ta - Ta,)/{TW - Ta,). 

The nondimensional groups are: 
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2.2 

which characterizes the 
convective transfer 
turbulence of the flow 
Coriolis aspect 

Tiz, )Pr//x2 centrifugal aspect 

Nu = hDH/k 

Re = pViDH/n 
Ro = ooDH/Vj 
R& = p2u>2xDll$(Tw-
Pr = fiCP/k 

The geometry is characterized by the ratio L/DH (dimen­
sionless length of the duct) and H/DH (dimensionless eccen­
tricity). In addition, an important factor is the geometry of 
the inlet, upstream of the channel studied, in the case where 
the flow is not fully developed. 

These nondimensional numbers will be used to scale the 
effect of rotation and the convective transfer deduced from 
the experiments. 

Experimental Rig and Measuring Techniques 
The test section (Fig. 4) is composed of two rectangular 

ducts: a centrifugal channel one (radially outward flow) and 
a centripetal channel one (radially inward flow). These two 
ducts are connected by a curve part. The upstream of the 
centrifugal channel is also a rectangular duct larger than that 
of the test section (Fig. 5). 

The sizes of the test section are larger than those of the real 
internal cavity of a blade due to the instrumentation equip­
ment; thus the measurements are easier. In this respect, the 
experimental conditions have been defined by use of dimen­
sionless parameters. Those similitude conditions have been 
chosen in order to reduce the wall temperature level and the 
rotating speed (Table 1). 

The general view of the experimental rig is shown in Fig. 6. 
Two test sections, connected on a support, rotate inside an 
electric furnace (furnace temperaure range: 700 K to 1450 K). 
One of these test sections contains many instruments, and the 
other, reserved for infrared measurements, is equipped only 
for thermal symmetry control. These parts are installed within 
a vacuum enclosure (pressure < 1 hPa). Thus, these test sec­
tions are heated by radiative energy from the furnace, without 
external convection due to the low pressure into the enclosure. 
They are cooled inside by air; the air cooling inlet is located 
at the lower part and the outlet at the higher part of the rotating 
shaft. Mass flow is measured with a "sonic throat." 

Airtightness is secured with four groups of rotating seals. 
The rotating parts are driven by a controlled electric motor 
via a toothed pulley. The maximum rotating speed is 550 rd/ 
s (— 5000 rpm). This speed is measured with a magnetic sensor 
installed in front of a metallic toothed wheel (60 teeth). 

The test section is built of steel, 1.2 mm thick (cut out in 
mass by electro-erosion). The temperature of the wall test 
section is measured by means of two techniques: 

1 by Cr/Al thermocouples that equip different cross sec­
tions (Fig. 5) at the middle of the larger sides of the rectangular 
duct. These sides are the most interesting because, according 
to the rotating direction, they are considered as the pressure 
side (trailing side) or the suction side (leading side). 

There are 20 wall thermocouples (Thermocoax: 0.5 mm di-

Journal of Turbomachinery JANUARY 1989, Vol. 111/45 

Downloaded 01 Jun 2010 to 171.66.16.67. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Outlet of 
air cooling 

Furnace 

Electric 
commutator 

Insulator^ 

Water cooling 
of the furnace j 

Re 

nfrared pyrometer 
3 positions 

Support 

Test section 

Fig. 6 Experimental rig 

ameter). For each test section, the inlet air temperature and 
the emerging air temperature are also measured by means of 
thermocouples. All these thermocouples are connected to a 
rotating electric commutator, and the thermocouple signals 
are sent to a data acquisition system, of which the main part 
is a minicomputer HP 9845. 

2 by an infrared pyrometer: at ONERA, an infrared py-
rometric probe with a high spatial and temporal resolution has 
been designed to measure the surface temperature field of the 
mobile blades of a turbine (Charpenel and Wilhelm, 1985). 
Presently, this technique is in development for the experiments 
presented in this paper. 

With this method, it is possible to obtain a temperature 
profile when the emissivity and the radiative background are 
known; generally, an interpretation is necessary. With the ther­
mocouples, only the local temperature is obtained, but directly. 
In many cases, to achieve thermal analysis, these two com­
plementary techniques should be developed simultaneously. 

The infrared pyrometer is shown in Fig. 1(a). The radiative 
flux coming from the surface element observed (diameter of 
the target about 1 mm) is collected by a mirror at the end of 
the mobile probe. The axial displacement of this mobile probe 
is ensured by pneumatic jack and rotation motion about the 
probe axis, by a step-by-step motor. This motor allows the 
probe orientation to scan the test section (angle d, from - 55 
to +55 deg (Fig. lb)). The infrared beam is focused on an 
InSb detector through two fluorine lenses and a diaphragm. 
The spectral range of the pyrometer is 1 to 5 /*m. The reflex 
sighting is used for the optical adjustment of the target on the 
test section. The signal obtained from the detector, via the 
amplificator, is calibrated with a blackbody source (Fig. 7c) 
and the lower temperature detectable is 400 K. The zero level 
is imposed by modulator (chopper), which is in front of the 
detector. The rotation speed of the modulator is synchronized 
with the shaft by the spot delivered at each revolution. 

Detector Reflex sighting 

InSb 1 to 
5;umr 

Optical probe 

Modulator 

(chopper) 

Fig. 7(a) Infrared pyrometer 

v = coR 

50 mm 

Fig. 7(o) Sketch of the target location 
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Fig. 7(c) Calibration curve of pyrometer 

The pyrometric signal coming from the surface element of 
the mobile is composed of a directly emitted energy and a 
reflected energy from the background. 

The bulk expression of the signal delivered by the detector 
with diffuse surface assumption is written as: 

CxClb.x.T + ( l - e x ) t f i r , , ) dX 

(*) /* *\ /* **\ 
(*)Internal function of the pyrometer; (**) directly emitted 
energy (where <7/,A7- is the radiative flux with blackbody con­
dition); (***) reflection of the background on the target. 

In order to minimize this spurious reflection from the back­
ground, two techniques have been used: 

(a) The external surface of the test section is painted in 
black with a limitation to a maximum level of 700 K. The 
emissivity of this paint has been measured for temperature by 
comparison of the emission of a sample painted in black and 
a blackbody radiator when those two sources are at the same 
temperature. The emissivity obtained for the temperature range 
from 450 to 700 K is e = 0.9. 

(b) The furnace is cut on a quarter of its circumference 
(Fig. 6). Narrow windows (with minimum aperture for passage 
of the test sections) minimize the configuration factor between 
the test section and the furnace. 

The reflected energy amounts to less than 5 percent of the 
directly emitted energy. 
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Fig. 10 Wall temperature and heat exchange coefficient profiles 

the wall temperature evolution for the pressure side and the 
suction side are approximately the same, but for co = 450 rd/ 
s, the convective heat transfer for the pressure side is clearly 
greater than for the suction side. From the curves of Fig. 9, 
it is possible to obtain the local heat transfer coefficient by 
the reconstitution of the wall temperature time history. For 
that purpose, an iterative method with finite difference is used. 
This resolution assumes that the expression of the conductive 
transfer is known. But there are only two thermocouples for 
each cross section. Thus a hypothesis on the wall temperature 
profile between the two measured points is necessary: A si­
nusoidal shape for this profile has been assumed, as shown in 
Fig. 10, and the temperature and the conductive transfer are 
written as follows: 

1 w — 
Tss + Tp ;-TPS . Ivy 

and 

2ir2A:eA? ) y 4~ 
#cond - ± 7pi ( ASS ~ Tpg ) 

Y2 37 

Method of Data Analysis 
For each volume element near a thermocouple (Fig. 8), it is 

possible to make a heat balance as follows: 

pceAY-—E.= e\Ye{qmc-aT\v) ~ hAY,(Tw - Ta) + qcond 
at 

(*) (**) /* * *\ /* * **\ 
(*) Instationary term; (**) radiative term; (***) convective 
term, (****) conductive term. 

For the determination of the convective heat transfer co­
efficient the heat balance is carried out at steady state (with 
dTw/dt - 0) or during a transient period, after the flow is 
suddenly re-established. 

These two methods have been used simultaneously, the latter 
leading to more precise results. 

The influence of rotation on the convective heat transfer, 
for radially outward flow, is clearly established in Fig. 9, where 
two examples of wall temperature evolution with time (tran­
sient technique) are shown. In Fig. 9(a), the rotation speed is 
co = 6 rd/s and in Fig. 9(b), co = 450 rd/s. For w = 6 rd/s, 

This assumption is sustained by the good agreement between 
the experimental and numerical results. Moreover, the recent 
infrared pyrometer measurements have confirmed this sinu­
soidal shape (Fig. 11). In the future the pyrometer results will 
be systematically used for this thermal analysis, avoiding this 
previous hypothesis. 

Underlying this temperature profile, there is a distribution 
of the internal heat transfer coefficient. This distribution is 
constant along 60 percent of the pressure and the suction sides 
(Fig. 10). This result has been obtained by resolution, with 
finite difference method, of the heat equation, with a constant 
radiative flux on the external surface of the channel. 

Experimental Results 
In the experimental procedure, the temperature of the fur­

nace and the mass flow are kept constant and the rotating 
speed is regulated (6 rd/s to 550 rd/s). This rotating speed 
remains constant during data collection. 

The previous processing of data is used and a classical rep­
resentation of the convective transfer is the ratio N =Nu„/ 
Nu0, where Nu„ is the Nusselt number with rotation and Nu0 
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is the Nusselt number without rotation. Four Reynolds num­
bers (based on hydraulic diameter), 17,000, 24,000, 33,000, 
and 41,000, have been explored (Reynolds number is defined 
by the mass flow of air cooling). In Fig. 12, the ratio N is 
plotted versus rotation speed, u>, for two Reynolds numbers 
and for radially outward flow, pressure and suction sides of 
cross section located by (x - rt)/DH = 7.4. For this location, 
the ratio Nu„/Nu0, for the pressure side, increases strongly 
with rotation speed and on the contrary decreases slightly for 
the suction side. This effect is attenuated when the Reynolds 
number is higher. For three different cross sections located by 
(x - r,)/DH = 3.2; 7.4; 11.5, this phenomenon (increase of 
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Fig. 14 Variation of ratio N with Rossby number Ro for centrifugal 
channel 

N along the pressure side and decrease along the suction side) 
continues to evolve; this is explained by the flow, which is still 
in development (Fig. 13). 

The results obtained for the four Reynolds numbers are 
shown in Fig. 14 with the Rossby number, which characterizes 
Coriolis aspect. We notice that the data are well correlated 
with the Rossby number, especially for the suction side. 

In Fig. 15, the ratio of the mean Nusselt number (Nu„ (PS) 
+ Nu„ (SS))/2 to Nu0 is shown with Rossby number; this 
figure compares our results with those from different refer­
ences. In the same way, a comparison between our results and 
the prediction of Iskakov and Trushin (1985) with Ra/Rj, 
which represents the centrifugal aspect, is shown in Fig. 16. 
The agreement between these results is generally poor. These 
discrepancies could be explained by the different geometries 
of the channel itself and the upstream geometry if the flow is 
in development. 

For the centripetal channel, the failure of many thermo­
couples did not allow us to obtain a complete set of data. In 
the near future, this channel will be particularly studied with 
the infrared pyrometer. 

Theoretical Analysis 
The prediction by a numerical approach of the heat transfer 
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coefficient for a rotating coolant channel is in development 
with the objective of modeling the flow in coolant passages of 
gas turbine rotor blades. 

Only preliminary results of the numerical method will be 
presented. 

In a first step, the flow with heat transfer to the wall (constant 
heat flux) is modeled for a centrifugal flow in a simple rec­
tangular duct. 

The numerical approach consists in solving the Navier-Stokes 
equations with the mixing length turbulence model. Boundary-
layer-type flow is the major assumption. Consequently, near 
the wall the logarithmic velocity profile has been taken (u/ut 
= 5.50 + 2.5 ln(<5 ut/p)). The fluid properties C, k, and \i are 
constant. 

The method chosen to solve the Navier-Stokes equations in 
three dimensions is the time marching ADI (Alternate Direc­
tions Implicit) (Dutoya and Michard, 1979, 1980). 

An example of the results obtained for the rectangular duct 
is shown in Figs. 17 and 18. In Fig. 17, the secondary flow 
for two locations is shown. As boundary conditions for x = 
/•,-, the total pressure and the enthalpy are imposed; for x = 
r, + L, the static pressure is imposed. 

For the secondary flow, we can point out the two vortices 
developing from the inlet of the channel. 

The axial velocity profiles obtained for (x - rf)/DH = 8.7 
without and with rotation are compared (Fig. 18). The dis­
tortion of the profiles appears clearly. The flow speeds up for 
the pressure side and thus the friction factor (and consequently 

\J£ 

(x - r-,)/DH 

= 2.3 

P.S.-' 

n)/DH 
= 8.7 

(a) 

Channel 

^S.S. 

(b) 

P.S.' 

;,.','.-.'.---•'/ r* 
1^;; :—-.# ' 
^ - : : : : ^ # ' 

Cross section a g m / s Cross section b 

Fig. 17 Secondary flow 

J = 33 
J = 17 

uref - VGpTa 

CJ = 500 rd/s 

1 9 17 1 

Fig. 18 Axial velocity profiles for a 

the heat transfer coefficient) increases. On the contrary, the 
flow slows down near the suction side and thus the friction 
factor (and heat transfer coefficient) decreases. 

This qualitative agreement with the experimental results is 
the first step in the validation of the numerical model. 

In a second step, a total representation of the full test section 
and inlet will be developed. 

Concluding Remarks 
The results obtained and described in this paper show that 

the rotation, for a centrifugal channel with turbulent flow, 
induces a global augmentation of the heat transfer coefficient. 
The origin of this effect is essentially connected to the Coriolis 
force. This force gives rise to a secondary flow and the nu­
merical analysis points out two opposing vortices. This sec­
ondary flow can greatly distort the velocity and temperature 
fields and consequently the heat transfer coefficient. Locally, 
the experimental results show that the transfer coefficient is 
strongly increased for the pressure side and is slightly depressed 
for the suction side. This effect is weaker when the Reynolds 
number is higher. This point could be explained by the natural 
turbulence of the flow becoming larger than the one induced 
by rotation. The accuracy of the experimental results is de­
pendent on the transverse wall temperature profile and ac­
cordingly depends on the distribution of the heat transfer 
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coefficient. Thus, another distribution will modify these re­
sults. Therefore, the infrared pyrometry measurements will 
allow us to eliminate all assumptions relative to the conductive 
term in the heat balance. 

The comparison of these experimental results with different 
reference sources is generally poor. The discrepancies between 
these results could be explained by the different geometries of 
the channels. A possible hypothesis is that the development of 
secondary flow will be different and consequently the distor­
tion of velocity and temperature profiles. In addition, when 
the flow is not fully developed, the geometry of the inlet before 
the channel induces an "upstream effect." 

Experimental investigations are planned to define precisely 
the effect of rotation, in particular for the centripetal channel. 
Also, another test section, a rectangular-sectioned duct with 
ratio a/b = 0.5 instead of a/b = 2 for the first test section, 
will be studied. For that purpose, the infrared pyrometer de­
scribed here will be used for the thermal analysis. 

The theoretical approach will be continued and improved 
and will allow discussion on these assumptions. Eventual im­
provement of the numerical modeling could be achieved by a 
choice of a better turbulence model (k-e, Algebraic Stress 
Model). 
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Heat Transfer Visualization and 
Measurement in Unstable 
Concave-Wall Laminar Boundary 
Layers 
Using liquid crystal sheet in a hybrid constant-wall-temperature/constant-heat-flux 
procedure, heat transfer distributions have been measured in concave-wall laminar 
boundary layers with a natural Gortler vortex system in a near-zero pressure gradient. 
Stanton numbers at vortex downwash positions across the span exceeded those at 
upwash positions by factors as high as three. Spanwise-averaged Stanton numbers 
exceeded analytical flat-plate values only after the appearance of highly inflected 
upwash velocity profiles and the onset ofspanwise meandering of the vortices, where 
the Gortler number exceeded ten. Levels then reached values comparable with tur­
bulent correlations, at Reynolds numbers and turbulence levels (up to 3 percent) 
where previous measurements of the intermittency factor indicated that transition 
had not begun. Boundary layer thinning in downwash zones could account for much 
of the heat transfer enhancement. The phenomenon could be a contributory factor 
to the long, apparently transitional regions often reported on blade cascade pressure 
surfaces, although the Gortler numbers where enhancement occurred are higher than 
those normally associated with pressure-surface transition. 

Introduction 
External heat transfer prediction techniques currently in use 

in the gas turbine industry frequently perform poorly on blade 
pressure surfaces (e.g., Daniels and Browne, 1981), where cas­
cade experiments often indicate extensive transitional regions 
in the boundary layer quite unlike those on suction surfaces. 
There appears to be a delicate balance between the destabilizing 
effects of free-stream turbulence and concave curvature and 
the stabilizing influence of a strong favorable pressure gra­
dient. Recently, much progress has been made in two-dimen­
sional prediction codes to model turbulence and pressure 
gradient effects on transition, for example by computing the 
entrainment of free-stream turbulent kinetic energy into the 
boundary layer in order to predict transitional behavior. With 
higher-order turbulence modeling (e.g., Wang et al., 1985), 
such codes offer much scope for long-term development, but 
meanwhile continued use will be made of simpler codes that 
handle laminar, transitional, and turbulent regions separately 
and require empirical input to determine the onset and com­
pletion of transition. 

For concave wall curvature, transition start is typically fixed 
in these simple models (e.g., Forest, 1977) by monitoring two 
criteria, one for transition through Tollmein-Schlichting in­
stability using empirical expressions developed for flat sur­
faces, and the other for Gortler instability; when either of these 
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33rd International Gas Turbine and Aeroengine Congress and Exhibition, Am­
sterdam, The Netherlands, June 5-9,1988. Manuscript received at ASME Head­
quarters February 11, 1988. Paper No 88-GT-36. 

reaches the critical value, transition is deemed to have begun 
and a turbulent diffusivity is gradually switched on in pro­
portion to the intermittency factor, for which yet another em­
pirical expression is used. This approach suffers from three 
major uncertainties. First, there is as yet no reliable model for 
transition due to Gortler instability. Second, while Gortler 
vortices tend to appear naturally under laboratory conditions 
and in some cascade experiments (Han et al., 1983), there is 
no direct evidence of their existence under engine conditions 
although Gortler numbers, representing the ratio of centrifugal 
to viscous effects in the boundary layer, are in the appropriate 
range (Brown and Martin, 1982) for amplification of small 
disturbances with wavelength of the order of 1 mm. Third, if 
a Gortler vortex structure does exist on a blade, either steadily 
or intermittently, there is no reason to suppose that its effect 
on heat transfer would be confined to the position and extent 
of transition; the magnitude of the heat transfer in the laminar 
and transitional regions is likely to be affected by the presence 
of longitudinal vortices. 

It is widely felt (e.g., Priddy and Bayley, 1985) that further 
fundamental work on Gortler vortices is necessary before any 
significant progress can be made in resolving these uncertain­
ties. Earlier experimental studies of Gortler vortex flows, e.g., 
Crane and Sabzvari (1982), have concentrated on the fluid 
dynamics, mainly in laminar flow and more recently examining 
the phenomena leading to transition (Sabzvari and Crane, 1985; 
Riley, 1986; Crane et al., 1987). Little, however, has been done 
to follow up the finding of McCormack et al. (1970) that 
spanwise-averaged Nusselt numbers Nu (derived from mass 
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transfer data) in a concave-wall laminar boundary layer with 
Gortler vortices can exceed those on a flat wall by more than 
100 percent. Kan et al. (1971) developed, from mass transfer 
measurements in a cascade, an empirical relationship whereby 
Nu is given by multiplying the laminar flat-plate value by (1 
+ G„)1/2, G„ being the Gortler number Re0(8/R)l/2 where 6 is 
the momentum thickness (calculated) and R the wall radius of 
curvature. A different viewpoint on the interaction between 
the vortices and heat transfer was taken by Kamotani et al. 
(1985), who investigated the effects of heating (from below) 
on the vortex structure; the strength and nonlinear amplifi­
cation of the vortices were found to be enhanced. Recently 
Kottke (1986) has measured spanwise-periodic mass transfer 
on a concave plate, generating disturbances of varying strength 
by use of different turbulence grids placed at varying distances 
from the plate leading edge. He reported mass transfer in­
creases similar to those of McCormack et al. (1970) but found 
that the magnitude of the increase was strongly dependent on 
the disturbance wavelength (grid mesh size), being greatest 
when this coincided with the Gortler vortex wavelength pre­
dicted (from a stability diagram) to receive the greatest am­
plification rate. No fluid dynamic measurements were reported 
by Kottke so it is not clear whether his results refer to "clas­
sical" Gortler vortices (amplified by curvature from small dis­
turbances) or to a periodic structure established upstream of 
the curved plate; nevertheless, they appear to suggest in ad­
dition that spanwise periodicity in mass transfer does not nec­
essarily lead to a significant overall enhancement, and that it 
is also possible to have no detectable periodicity. 

The present paper outlines an experimental study of the 
thermal effects of Gortler vortices, with the aim of determining 
spanwise and chordwise variations in heat transfer coefficient 
in laminar layers whose structure (in the absence of heating) 
has been established from measurements of the velocity field 
(Crane and Sabzvari, 1982; Sabzvari, 1984) and intermittency 
distribution (Crane et al., 1987). It attempts to relate the heat 
transfer results to the stage of vortex growth. 

Experimental Arrangement 
Flow Rig and Conditions. The closed-circuit water channel 

described by Crane and Sabzvari (1982) and Crane et al. (1987) 
was adapted for the present work. The circuit currently com­
prises a constant-speed pump with bypass loop, a heat ex­
changer to maintain constant water temperature, cone-and-
float flowmeters, control valves, and an acrylic assembly com­
bining settling chamber and test section. The 90-deg-bend test 
section has a constant concave-wall radius of 140 mm, and the 
width between the vertical curved walls is 40 mm. The channel 
was operated mainly with a water depth of 140 mm and a free 
surface, giving an effective aspect ratio of 7, which resulted 
in the most uniform inlet velocity distribution. The settling 
chamber contains four wire gauze screens of mesh size 1 mm 
and open area ratio 0.66, followed by a 5:1 area ratio con­
traction and a 55 mm straight length prior to the bend. 

Laminar boundary layers, with a distinct pseudo-potential 
core flow, were obtained throughout the bend for Reynolds 
numbers Rexe (based on bulk velocity and streamwise distance 
from contraction exit to bend exit) below about 55,000. Only 
for greater Rexe did the hot-film probe measurements of Crane 
et al. (1987) indicate the onset of transition at any point on 
the concave wall, in the usual sense of the appearance of bursts 
of high-frequency turbulence. Core flow fluctuation intensities 
were at levels that usually have only a small effect on zero-
pressure-gradient flat-wall laminar heat transfer. Prior to cur­
vature, the intensity was typically 1 percent, but measured 
values downstream, up to 2.6 percent, were influenced by 
iiiteraction between the core flow and a spanwise wandering 
motion characteristic of Gortler vortices; it could be misleading 
to regard such values as conventional turbulence intensities. 
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Fig. 1 Liquid crystal plus heater package and typical color-temperature 
response 

More detailed velocity fluctuation results are given later. The 
ratio of boundary layer thickness <5 at the start of curvature 
to wall radius R was typically 0.05. A short region of adverse 
pressure gradient at the bend entry was followed over most of 
the concave wall by a mildly favorable gradient, with velocity 
gradient parameterK = (v/upw) (dupw/dx) averaging 1 x 10~6 

at Rexe = 24,500. (upw is the potential wall velocity, obtained 
in practice by extrapolating to the wall the straight part of the 
velocity profile in the core). Gortler vortex pairs with a mean 
spacing (wavelength) of around 17 mm were obtained in that 
part of the span affected to a negligible extent by endwall 
secondary flow; vortex strengths and spacing were determined 
by the final screen (Crane and Sabzvari, 1982). 

Heat Transfer Measurement Technique. Liquid crystal ther­
mography has been described in general terms by Simonich 
and Moffat (1982) and in a form similar to that used here by 
Goldstein and Timmers (1982). This technique is well suited 
to the low-conductivity test wall material and has the advantage 
of mapping wall temperature (hence heat transfer coefficient 
on a constant-heat-flux wall) over the entire surface, partic­
ularly useful since vortex spanwise positions are not always 
known in advance. Sheets of encapsulated cholesteric liquid 
crystals (Parker, supplied by Edmund Scientific Corp.) and a 
stainless steel foil heater were mounted on the test walls as 
shown in Fig. 1. The heating current was taken from a high-
current low-voltage transformer via copper bus bars clamped 
to the foil on the outside of the test wall, where the foil emerged 
through sealed slits; care was taken to obtain a uniform current 
density over the working area of the foil. The chosen event 
temperature range for the liquid crystals, where the color passes 
through the complete visible spectrum, was 25-30°C; an ex­
ample of the color-temperature relationship is also shown in 
Fig. 2. Any change in this relationship due to water absorption 
(Simonich and Moffat, 1982) was minimized by carefully seal­
ing the crystal-heater package around all edges and emptying 
the water channel between experiments. 

The measurement procedure consisted of adjusting the cur­
rent until a chosen color, a calibrated green shade repeatable 
to a given observer, was obtained at the desired location. Wall-
to-core flow temperature ratio was then typically 1.03, suffi­
ciently close to unity that neither the direction of heat flux nor 
the magnitude of the temperature ratio would cause flat-wall 
laminar heat transfer to differ substantially from values given 
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by the standard analytical relationship (given later in equation 
(2)). Heat loss by conduction through the duct wall was min­
imized by glass fiber insulation. The ratio Gr/Re2 was always 
below the value for which the effect of free convection on 
forced convection heat transfer should be less than 10 percent 
(Gebhart, 1971). In practice, losses were estimated by the 
method suggested by Hippensteele et al. (1981), in which the 
electrical power required to obtain the same color with no fluid 
flow was found for each location, before and after the ex­
periment; subtracting this from the flow-on power gives the 
forced-convection heat flux Q. Knowing this heat flux, the 
temperature indicated by the chosen color was corrected for 
conduction through the polyester film covering the crystals to 
give the actual wall temperature T„. This hybrid constant-wall-
temperature/constant-heat-flux scheme was estimated to give 
the temperature difference Tw - Tc between wall and core 
fluid (typically 8°C) to ±0.5°C, and the resulting surface heat 
transfer coefficient h to ±10 percent, using the uncertainty 
analysis of Kline and McClintock (1953) with 20:1 odds. (In 
one or two high-heat-flux locations, where the temperature 
drop across the polyester film was more significant, the un­
certainty rose to ±15 percent; future measurements in such 
locations ideally require use of crystals with a different event 
temperature range,and the uncertainty in all locations could 
be reduced if the manual procedure were replaced by densi­
tometer analysis of photographs taken with a color filter.) Wall 
temperature "maps" (uncorrected for the drop across the pol­
yester film) were obtained by photographing the crystal sheet 
on color transparency film (Kodachrome) having found too 
wide a variation in color reproduction when using color neg­
ative film. 

Figure 2 is a diagram of the full-span heater and crystal 
geometry in the water channel, showing also the observation 
position, which ensured a viewing angle within the range for 
which the crystals exhibit no color-angle dependency. 

Flow Characterization Techniques. A single-channel fringe-
mode laser Doppler anemometer system was used to obtain 
profiles and spanwise distributions of the streamwise (u) mean 
velocity with a maximum uncertainty of ± 3 percent and rms 
fluctuating velocity to ±4 percent at most. Signal processing 
was by a Cambridge Consultants CC08 frequency-tracking 
demodulator interfaced to an Apple II + microcomputer via 
a 12-bit fast A/D converter, as described by Crane et al. (1987). 
Mean velocity u (to ±3 percent) and rms fluctuating velocity 

- *10 mm 

(a) Hydrogen — bubble visualization of flow cross—section 
at x = 186 mm. 

73 4 128 171 • 

£±JJS 

0-1 0-1 

(b) Mean velocity and fluctuation intensity profiles. 

o downwash z —position, • upwash z—position 

Fig. 3 Gortler vortex structure at Re„ = 24,500 

u (to ±4 percent) were obtained from machine-code programs, 
with typical sampling times of around 10 s. The surface vis­
ualization provided by the liquid crystals was supplemented 
by hydrogen bubble visualization of cross sections using thin-
sheet illumination. It should be noted that all flow field meas­
urements and observations required a transparent concave wall 
and therefore had to be made before installing the crystal-
heater assembly. The validity of comparisons between heat 
transfer and flow field results relies on the fact that the vortex 
structure in this rig does not vary from day to day and on the 
assumptions that (a) the presence of the thin crystal-heater 
assembly (with a smoothly faired leading edge) and (b) the 
heat flux do not significantly alter the flow field. 

Heat Transfer and Flow Field Results 
A typical laminar Gortler vortex structure is illustrated by 

the cross-section visualization in Fig. 3(a) and the velocity 
profiles in Fig. 3(b). The mushroom shapes in Fig. 3(a) mark 
vortex upwash positions, where low-momentum fluid is swept 
away from the wall; at the intervening and progressively wid­
ening downwash zones, core fluid flows toward the wall, re­
sulting in fuller profiles and smaller boundary layer thickness. 
The temperature distribution on a constant-heat-flux wall, il­
lustrated by the color contours in Fig. 4, reveals the same 
pattern. Core flow fluctuation intensity u/u at Rexe = 24,500 
was between 0.011 and 0.013 throughout the curved test section 
and only moderate unsteadiness of the vortex system was seen 
near the bend exit. At Rexe = 49,100, u/u rose to 0.026 by x 
= 37 mm, remained close to this level until x = 110 mm, and 
then fell gradually to less than 0.010 by x = 183 mm; marked 
spanwise wandering of vortex pairs at this Rexe is believed to 
have contributed to the increase in core u/u. 

In Fig. 5, examples of the streamwise distribution of Stanton 
number St are plotted for upwash and downwash positions, 
St being defined here as 

St = h/(P/Ubcp/) (1) 
where h = Q/(TW - 7;); pf = density of fluid at film tem­
perature Tf = l/2(Tw + Tc); Ub = bulk velocity, used for 
simplicity in place of upw (consistent with the uncertainty in 
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wash than in upwash zones. This is consistent with a phenom­
enon observed by Sabzvari (1984), whereby small secondary
vortex pairs appear near the upwash zones of the original
vortices, in the inner region (y/o < 0.25) of the boundary
layer; these amplify and migrate to the downwash zones before
appearing to merge with the meandering primary vortices.

A comparison of the spanwise-averaged Stanton number
(over three vortex wavelengths) with flat-plate analytical results

lower 6.
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& colour
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blue end of
spectrum
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lower Tw
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red end of
spectrum

Primat'")'
flOw info
paper

For given Tw:

For given 6. :

h); cpf = constant-pressure specific heat of fluid at Tf .
From initially low values near the start of curvature, where

the effect of the adverse pressure gradient may still have been
felt, St rose rapidly, particularly in the downwash region where
it exceeded the upwash value by a factor of 2 to 3 over the
downstream half of the bend. Spanwise distributions of St are
plotted in Fig. 6. The mean vortex wavelength 'A measured
from four minima in St agreed to within 4 percent with that
measured from five minima in spanwise velocity distributions,
although a spanwise shift of the complete vortex system ap­
peared to have occurred, by about 0.2'A. This shift could be
explained by the fact that the heat transfer data refer to the
wall itself (y = 0), whereas the velocity data refer to y = 4
mm, in a stage of vortex development where the upwash flows
(seen in cross section) are generally not perpendicular to the
wall. The distributions show a rapid growth of amplitude with
x at Rexe = 24,500 but a fall at Rexe = 49,100; the fall reflects
the increasing effect of spanwise meandering of the vortices
(which reduces the time-averaged differences between fixed z
positions originally representing upwash and downwash
regions). The crystals have a frequency response of around 1
Hz (Simonich and Moffat, 1982) and did not exhibit a signif­
icant color fluctuation during the unsteady phase of vortex
development (Crane and Sabzvari, 1982) at these Rexe values.
However, at still higher flow rates, where the hot-film meas­
urements of Crane et al. (1987) have shown the boundary layer
to be transitional (high-frequency fluctuations as well as low­
frequency vortex unsteadiness), low-frequency components of
the oscillation in vortex positions were detectable as a range
of color at a fixed location. Figure 7 illustrates this effect on
St at Rexe = 69,500 and indicates larger fluctuations in down-

54/VoI.111, JANUARY 1989 Transactions of the ASME

Downloaded 01 Jun 2010 to 171.66.16.67. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Rexe = 
16400 

0-4 
32700 69500 

100 
mm 

N 
<u u c 
(V 

-a 

80 

c 
TO 

^ 6 0 

JL 
0 0001 0 0001 0002 

0 0001 0002 0003 
Stanton No. Sf 

Fig. 7 Effect of flow rate on spanwise distribution of Stanton number 
at x = 186 mm 

0003 

0 002 

d 

c: 
o 

c 

0001 

Calculated Gortler No. G6 (Blasius) 
8 10 12 10 12 14 

- i 1 r i 5 i r 
A 

f [const. Q 

"§ I const. Tw 

fe [ const. Q 

SS [const. Tw \ 

A 

jJSZ_ 

0 2*W 

Reynolds No. Re 

4«10' 6x10' 
(based on effective AT; properties 
evaluated at film temperature) 

Fig. 8 Comparison of spanwise-averaged Stanton number with flat-
plate relationships: • St averaged over three vortex wavelengths; 
flat-plate analytical or empirical, using effective x; — flat-plate analyt­
ical using x = 0 at contraction exit; A maximum St at downwash near 
z = 80 mm; v minimum St at upwash near z = 87 mm 

or correlations is shown in Fig. 8, which includes data for Rexe 
= 24,500 and 49,100. Here Rex is the effective Reynolds num­
ber based on distance from an effective boundary layer origin 
determined from a measured velocity profile before the start 
of curvature (x = -25 mm) with the assumption of Blasius 
development up to that point. Since there appears (Crane et 
al., 1987) to be no true transition at these Rexe, the laminar 
flat-plate solutions are of more relevance, given by Kays (1966) 
as 

St = C Rex-"2Pr-2/3[l - (Vx) 3 / 4 ] _ 1/3 (2) 
where xx is the unheated starting length (and both x and xx are 
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now measured from the effective origin) and C has the value 
0.332 for a constant T„ (beyond x = x{) or 0.453 for a constant 
Q. The averaged St (shown by solid circles) is seen to exceed 
the laminar flat-plate values significantly for Rex > 3 x 104. 
All the data so far obtained for which this mean heat transfer 
enhancement occurs correspond to the phase of vortex devel­
opment following the appearance of a severe inflection in the 
velocity profile at upwash. This phase, where spanwise me­
andering occurs, is also identified (Crane and Sabzvari, 1982) 
with the attainment of Gortler numbers Ge between 10 and 15 
approximately (based on the average of measured 8 at an up-
wash and a downwash position), and with a decrease (with x) 
in the amplitude of the u(z) distribution after it reaches a 
peak of 0.3 upw to 0.4 upw. This amplitude^ plotted, together 
with other relevant parameters in Fig. 9; U - it is the down-
wash-upwash difference in mean velocity for a given vortex 
pair at the y position where it peaks. It is interesting to note 
that G„ for a Blasius boundary layer (starting at the effective 
origin) is also in the range 10 to 15 for all the present data 
where spanwise-averaged St exceeds the laminar analytical flat-
plate values. Also, Forest's (1977) correlation for G„ at tran­
sition onset is exceeded by the upwash-downwash averaged G„ 
for x greater than a value between 100 and 130 mm, where 
averaged St first exceeds the laminar flat-plate values. How­
ever, flat-plate transition onset, from the correlation of Abu-
Ghannam and Shaw (1980), should not occur until Re„ « 500 
for u/u « 1 percent, or Re„ = 163 for very high turbulence 
levels. The highest measured spanwise-averaged St are com­
parable with turbulent flat-plate values, but not quite as high 
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as suggested by the empirical relationship of Kan et al. (1971). 
At Rexe = 49,100, up wash-do wnwash averaged G„ again 

exceeded the transition onset value from Forest (1977), while 
Re„ at upwash (but not the upwash-downwash averaged value) 
was greater than the value of « 250 expected (Abu-Ghannam 
and Shaw, 1980) for start of transition on a flat wall at the 
measured local u/ii. For this flow rate, upwash-localized tran­
sition is therefore less unlikely than at Rexe = 24,500 but 
intermittency factor data (Crane et al., 1987) indicated that 
the boundary layer was still essentially laminar. 

To test the hypothesis that the high transfer coefficients at 
downwash are simply the result of the reduced boundary layer 
thickness there (and not, for example, due to crossflow), one 
can calculate the streamwise distance necessary for a flat-plate 
boundary layer to achieve a thickness equal to the measured 
downwash value, and hence find the corresponding flat-plate 
Stanton number. It was not generally possible to make velocity 
measurements closer than 2 mm from the wall, so values of 5 
or 6 at downwash locations are subject to considerable un­
certainty, as much as 50-100 percent, but their small absolute 
values allow an upper limit on 5 or 6 to be found with reasonable 
confidence. For Rexe = 24,500, where the most comprehensive 
set of velocity data is available, a typical result of such a 
calculation (at x = 186 mm and a downwash zone near z = 
95 mm) is as follows: The flat-plate St corresponding to the 
largest conceivable 6 derived from the velocity profile is 2.1 
x 10"3; the flat-plate value corresponding to the effective Rex 
is 0.7 x 10~3; measured St is 3.0 x 10~3. These calculations 
suggest that, once the vortices have developed sufficiently for 
the downwash heat transfer to exceed expected flat plate values, 
a substantial part of the increase in St in downwash zones may 
be attributed to the local thinning of the boundary layer over 
that part of the span. 

In most cascade experiments in the literature, pressure-sur­
face Gortler numbers at the start of transition are reported as 
being considerably below the value of about 10, which the 
present data suggest is necessary for any enhancement of lam­
inar heat transfer. However, it may be that the phenomenon 
regarded as transition by these experimenters was often a heat 
transfer or skin friction enhancement caused by an unsteady 
but still laminar vortex system as in the present work, in which 
case G„ ~ 10 cannot be regarded as a criterion for such en­
hancement. (Care must naturally be taken when comparing 
results with cascade data to exclude cases of bubble transition, 
unless relaminarization has occurred.) Since genuine transition 
often follows rapidly after the vortex meandering stage, it may 
be irrelevant in practice to distinguish between transition onset 
and the vortex-enhanced heat transfer that precedes it. Further 
experiments in this area are clearly required; similar heat trans­
fer measurements in air, and in the water channel with strongly 
favorable pressure gradient and with simulated film cooling, 
will be reported by the authors in due course. 

Conclusions 
Liquid crystal sheet used with a hybrid constant-heat-flux/ 

constant-wall-temperature procedure has enabled boundary 
layer heat transfer coefficients to be mapped in a water flow 
rig in which velocity and intermittency factor measurements 
and visualization are also available. In concave-wall laminar 
boundary layers having a Gortler vortex system, believed to 
develop from small disturbances originating at a settling cham­
ber screen, Stanton numbers at vortex downwash positions 
have been found to exceed those at upwash positions by a 
factor as much as two to three. Span wise-averaged Stanton 
numbers over three vortex wavelengths exceeded the analytical 
flat-plate value only after the mean velocity profile developed 
a region of negative slope and spanwise meandering set in. 

This mean heat transfer enhancement, to levels comparable 
with turbulent correlations, also corresponded to Gortler num­
bers (calculated or based on upwash-downwash average meas­
ured momentum thickness) exceeding "a value of around ten. 
Local thinning of the boundary layer in the downwash zones, 
which occupy the greater part of the span in this nonlinear 
phase of vortex development, could account for a substantial 
part of the enhancement. 
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The Use of Foreign Gas to 
Simulate the Effects of Density 
Ratios in Film Cooling 
This paper provides a unique experimental assessment of the use of a foreign gas to 
vary the injection-to-mainstream density ratio in film-cooling experiments. It is 
widely recognized that it is important to scale both the velocity and density field in 
such tests in order that they will be representative of conditions in the gas turbine. 
Where it is difficult to achieve the temperature required for the correct injection-to-
mainstream density ratio, some experimental techniques resort to the use of a 
heavier foreign gas to simulate the colder injection flow. In the experiment reported, 
the Isentropic Light Piston Tunnel has provided an environment in which a desired 
injection-to-mainstream density ratio can be achieved both by varying the 
temperature of the two airstreams and by using a heavier injection gas, carbon diox­
ide. Direct heat transfer measurements, which do not require the use of a mass 
transfer analogy, are taken. Use of the superposition model of film cooling allows 
the results to be interpreted easily to yield heat transfer parameters all obtained 
under isothermal wall boundary conditions. Comparison of results for air and car­
bon dioxide injection show that with this approach, it is possible to use a foreign in­
jection gas to simulate the required injection-to-freestream density ratio. 

Introduction 
A great deal of experimental work has been undertaken in 

the last twenty years in order to provide design data for gas 
turbine cooling systems that make use of film cooling. These 
experiments have served to reveal the dependence of the cool­
ing behavior on geometric and fluid mechanic parameters. 
However, the flow field should simulate as fully as possible 
that in a gas turbine engine if the measurements are to be used 
realistically in a design procedure. 

The evolution of experimental procedures in film cooling 
reveals this growing awareness of the need for dimensional 
similarity. Many early experiments used a slightly heated in­
jection gas, providing a small temperature difference so that 
gas properties were essentially constant. An adiabatic wall 
film-cooling efficiency was defined and its dependence on the 
injection-to-mainstream mass flux ratio investigated. In this 
constant-density case, the mass flux ratio was varied by vary­
ing injection-to-mainstream velocity ratio. Subsequently, it 
became evident that film-cooling performance depended also 
on the injection-to-mainstream density ratio, which is far 
from unity in the engine due to the large temperature dif­
ferences. This effect was demonstrated by experiments, e.g., 
Pedersen et al. (1977) for a single row of holes, and Pai and 
Whitelaw (1968) for tangential slots, which relied on a mass 
transfer analogy. In these, a foreign, typically heavier gas was 
injected into the mainstream and measurements of gas concen­
tration at the wall were used to infer the adiabatic wall effec-
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33rd International Gas Turbine and Aeroengine Congress and Exhibition, 
Amsterdam, The Netherlands, June 5-9, 1988. Manuscript received at ASME 
Headquarters February 11, 1988. Paper No. 88-GT-37. 

tiveness. There is some debate over the accuracy of the 
analogy, which requires that the turbulent Schmidt and 
Prandtl numbers should be equal. 

Goldstein et al. (1974) obviated the necessity to resort to the 
mass transfer analogy by measuring adiabatic wall 
temperature downstream of both air and Freon-12 injection. 
This again showed significant effects of varying the injection-
to-mainstream density ratio on film cooling effectiveness. 
However, the experiments described all suffer from two 
drawbacks. Firstly, they only result in the measurement of one 
cooling parameter, typically the adiabatic wall effectiveness, 
whereas two parameters are required to quantify the process 
fully. The effect of the second parameter, for example an 
adiabatic wall heat transfer coefficient, has been shown to be 
important, particularly close to the injection location. 
However, its measurement proved difficult without resorting 
once again to a mass transfer analogy (Hay et al., 1985). 
Secondly, the adiabatic thermal boundary condition at the 
wall is not the best representation of the situation in a gas tur­
bine blade, which more closely approximates an isothermal 
wall. 

The challenge of designing an experiment that would direct­
ly measure two film-cooling parameters with the correct ther­
mal boundary condition has been met by the Isentropic Light 
Piston Tunnel (Jones et al., 1973; Forth et al., 1985). It also 
enables engine representative Reynolds numbers and Mach 
numbers to be achieved. In addition, the injection-to-
mainstream density ratio can be changed by varying the 
injection-to-mainstream temperature ratio. The mainstream 
gas conditions can be varied and the injection gas can either be 
heated or cooled. Once again, the effect of injection-to-
mainstream temperature or density ratio was shown to be 
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significant for a single row of holes, a double row, and a slot 
(Forth et al., 1985; Forth and Jones, 1986). 

A superposition model is used to characterize film cooling, 
which predicts that for an incompressible flow with constant 
properties, the film-cooled Nusseit number should vary 
linearly with 6, for a given flow field. This linear relationship 
can be found from a series of tunnel runs performed at dif­
ferent wall temperatures and fixed mainstream and coolant 
conditions. The values of the intercept A and slope B of the 
line are then the two parameters required to characterize the 
effect of injection on the Nusseit number. This approach has 
been validated for compressible, variable property flows over 
a reasonable range of 6 (Forth et al., 1985). However, the ef­
fect of property variations through the boundary layer, 
characterized by the gas-to-wall temperature ratio, can be 
significant and has been quantified (Fitt et al., 1986). 

This experimental facility also enables a unique investiga­
tion to be performed. A back-to-back comparison can be 
made between film-cooling experiments in which the injection-
to-mainstream density ratio is attained both by varying the 
injection-to-mainstream temperature ratio and by employing a 
foreign (heavier) gas as the coolant. In both cases, it is em­
phasized that heat transfer measurements are taken and invok­
ing a mass transfer analogy is not necessary. 

Theoretical Considerations 

The objective in injecting a high-molecular-weight foreign 
gas into an airstream is to produce the same flow field and 
mixing that take place when cold air of the same density is 
similarly injected. If turbulent mixing and momentum 
transport dominate over molecular processes then it would be 
expected that the governing momentum equation would be in­
dependent of the gas species present for incompressible flow. 
Hence by simulating the velocity and density boundary condi­
tions the flow field would be the same in both cases. The 
distribution of coolant would also be similar if the above argu­
ment was followed. The governing enthalpy equation would, 
however, differ between the two cases if the specific heat Cp 
of the foreign gas was not the same as that of air. In the case 
of carbon dioxide the specific heat is 82 percent of that of air 
and in the majority of the flow field the local concentration of 
carbon dioxide will be low; hence the local value of Cp will not 
be too different from the specific heat for air. It might, 
therefore, be hoped that the governing enthalpy equation 
would be approximately the same for the two cases. If this 
were true then the heat transfer rate to the surface would be 
the same for identical thermal boundary conditions. However, 
the similarity in density is produced by using different coolant 
temperatures for air and carbon dioxide; hence it is necessary 
to measure parameters that are independent of the thermal 
boundary conditions. This is done using the quantities A and 
B in the superposition model of film cooling. 

Superposition arises due to the linearity in the energy equa-

X / D = 2 

KEY 

Symbol 

B 

a 
o 
a 

Density Ratio 

0 8 1 

1-22 

1-67 

2 0 0 
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Fig. 1 Single row data: variation of Nusseit number with 6 for four 
injection-to-freestream total density ratios 

tion and allows the solution for the temperature field to be 
given by the sum of scaled solutions due to some reference 
boundary conditions. Similarly, the surface heat transfer rate 
is also the sum of scaled heat transfer rates for reference con­
ditions as given below: 

q = <x(Tl„-Tw) + (3(.Tloa-Tli) (1) 

where a is the heat transfer rate when the coolant is at the 
freestream temperature and there is unit difference between 
this and the wall temperature. /? is similarly defined when the 
wall is at freestream temperature and the difference between 
the coolant temperature and the freestream is unity, a and /3 
are thus dependent on the flow field and independent of the 
thermal boundary conditions. Re-arranging the above equa­
tion and dividing by freestream thermal conductivity gives the 
unit Nusseit number 

Ku 
--A + B(-

•* la •* li 

T -T 
= A + B6 (2) 

o \ ' too * W) 

On dimensional arguments the Nusseit number should be only 
a function of the Reynolds number and injection-to-
freestream density and velocity ratio. Thus in order to find A 
and B the freestream and coolant conditions are held constant 
and the wall temperature changed to vary 8. Typical linear 
plots are shown in Fig. 1. In this figure the mass flux ratio G is 
held constant and the density ratio is changed. As can be seen 
at small distances from injection the effect of density ratio is 
pronounced and it is in this context that it is hoped that varia­
tions in Cp would have a smaller effect. The physical reason 
for such density effects is that the coolant trajectory is 
significantly different when coolant velocity changes as the 
density changes at fixed mass flow. It is of interest to note that 
foreign gas injection through a porous strip was reported in 
Goldstein et al. (1966) and in this manner the injection 
mechanism was made similar for the different densities. Even 
though the variation of Cp was taken into account differences 
still existed in this case. 

Nomenclature 

a 
A,B 

Cp 
d 
k 

Q = 

T = 
u = 

speed of sound, m/s 
constants in the superposi­
tion formula: 
q/Kla>(Tlm-TK) = A+Bd 
specific heat, J kg "' K ~' 
hole diameter, m 
thermal conductivity, W/m 
K 
heat transfer rate per unit 
area, W/m2 

temperature, K 
velocity, m/s 

x = distance downstream from 
injection, m 

p = density, kg/m3 

Subscripts 
c = incompressible, constant 

properties 
i = injection 

o = without injection 
t = total conditions 

w = wall 

oo = freestream 

Nondimensional Numbers 
G = piuj/pO0u„,= mass flux ratio 
M = «00/a00=Mach number 

Nu = qx/kt„(Tla-Tw) = Nusseit 
number 

Re = p^u^x/ii„ = Reyno\ds number 
6 = {Tta-Tti)/(Tlal-Tw) 
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Experimental Facility and Test Conditions 

Results were obtained using the Isentropic Light Piston 
Tunnel, in which the test gas was compressed in a tube by an 
air-driven piston before flowing through the working section 
at constant temperature and pressure (Jones et al., 1973; Forth 
et al., 1985). A schematic of the working section is shown in 
Fig. 2. 

Tests were performed on an instrumented flat plate, which 
was preheated or precooled by forced convection using air 
either electrically heated or cooled using a liquid nitrogen heat 
exchanger. A wall temperature range 280<rw<350 K was 
obtainable. Prerun wall temperatures were isothermal to 
within 1 °C, although during the run the wall temperature rose 
by differing amounts at different locations. Typically a varia­
tion of 5°C over the length of the working section was ob­
served in the middle of the run. This variation did not 
significantly affect the measurements, which could be made at 
any time during the run, or measurements extrapolated to the 
start of the run. As mentioned above, the effect of this slight 
nonisothermal wall temperature distribution was not discer-
nable in the measurements. 

The cooling geometry was a single row of circular holes, 
spacing-to-diameter ratio 2.5, hole length-to-diameter ratio 5, 
inclined at 30 deg to the flow. Unit Reynolds number and 
Mach number were 2.7E7/m and 0.55, respectively. 

Carbon dioxide was chosen as the foreign injection gas; it is 
denser than air, simulating a colder injection gas, is easily 
available, and has a specific heat of about 82 percent that of 
air. 

Experiments were carried out at two different values of 
injection-to-mainstream density ratio, both achievable with 
either air injection or carbon dioxide injection. In all cases, the 
mainstream was air. The criteria used to determine the most 
satisfactory mainstream and injection temperatures were: 

1 The values and range of d should be satisfactory for a 
good comparison between results with air and carbon dioxide 
injection to be made. 

2 The sensitivity of 0 to small errors in measurement of 
temperatures should be small. 

3 The value of the wall-to-gas temperature ratio should not 
be too different in the case of foreign gas injection from that 
of air injection. This would minimize any effects on heat 
transfer parameters due to property variations. 

Three mass flux ratios of 0.15, 0.40, and 1.00 were in­
vestigated, representing mass flux ratios less than, almost 
equal to, and greater than that causing maximum cooling effi­
ciency, respectively. For each mass flux ratio a number of tun­
nel runs was performed at the same injection and mainstream 
total temperature, but varying the wall temperature in order to 
vary the parameter 6 without altering the flow field. Test con­
ditions are summarized in Table 1. 

Results were taken in the range 2<x/d< 56. Thin film gages 
were used to obtain spanwise-averaged values of heat transfer 
rate. Details of the instrumentation and data acquisition 
system can be found in Schultz and Jones (1973) and Oldfield 
et al. (1978). 

Results and Discussion 
A sample of the data taken for each mass flux ratio, for 

both density ratios, is shown in Figs. 3-8. The data are 
presented as a film-cooled Nusselt number, nondimensional-
ized with respect to the constant property unblown Nusselt 
number at that location, against 6. The lines shown are best fit 
lines through both air and carbon dioxide data for each x/d 
position. 

General Description. Figures 9 and 10 show the effect of 
mass flux ratio on the effectiveness for both injection-to-
mainstream density ratios. As observed, cooling is best close 
to the injection for a low mass flux ratio, G = 0.15, over the 
tested range of 6. As the mass flux ratio is increased to 
G = 0.40 cooling performance is increased at all x/d locations. 
A maximum value of -B/A (qualitatively similar to an 
adiabatic wall effectiveness) of approximately 0.59 is obtained 
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Fig. 4 Variation of Nusselt number with 0 for G = 0.40 at a density 
ratio = 1.25 

X/D = 56 

0.00 1.50 3.00 4. h0 
Theta 

Fig. 5 Variation of Nusselt number with 6 for G = 1.0 at a density 
ratio = 1.25 

at x/d =2 for injection-to-mainstream density ratio = 1.25 for 
both carbon dioxide and air injection. This value decreases 
monotonically as x/d increases. At G= 1.00, the cooling per­
formance close to the holes has decreased dramatically, while 
that farther downstream in the region (x/d > 20) continues to 
increase. These trends are in agreement with results previously 
obtained. 

Linearity of Nusselt Number Versus 6 Plots. At constant 
injection temperature, mainstream temperature, and mass 
flux ratio, the results as shown in Figs. 3-8 indicate that the 
relationship between the Nusselt number and 8 at a given loca­
tion is linear, for both air and carbon dioxide injection, within 
the range of 8 tested. Thus, values of A and B can be used to 
quantify the film-cooling performance fully. 

Comparison of Air and Carbon Dioxide Injection. For 
both density ratios, the agreement between results obtained 
using air injection and those obtained using carbon dioxide in­
jection is remarkably good. This applies to all three mass flux 
ratios and all x/d locations under investigation as indicated in 
Figs. 3-8. For the injection-to-mainstream density ratio of 
1.25, it was possible to achieve a greater overlap between the 
two sets of results. This is because in all cases, the wall 
temperature could be varied approximately between 
280 < Tw < 350 K. This variation results in a smaller range and 
slightly different values of 0 for a density ratio of 1.67. 

Figures 9 and 10 show a comparison between values of 
— B/A resulting from separate linefits through air injection 
data and carbon dioxide injection data. It is clear that the two 
methods of achieving the same injection-to-mainstream densi­
ty ratio yield very similar results over the entire range of test 
conditions. 

Effect of Property Variations. At a given value of 6, the 
wall-to-mainstream temperature ratio will not be the same for 
carbon dioxide injection as for air injection. This, and the fact 
that the injection gages have different thermal properties, 
would be expected to have an effect on the level of Nusselt 
number. In choosing the injection and mainstream 

Fig. 6 Variation of Nusselt number with 0 for G = 0.15 at a density 
ratio = 1.67 

§ " \ X / D = 2 
153 I i i i i I i i i \ i I i i i i I 

0.00 1.00 2.00 3.00 
Theta 

Fig. 7 Variation of Nusselt number with 0 for G = 0.40 at a density 
ratio = 1.67 

temperatures for carbon dioxide and air injection, an attempt 
was made to minimize the effect of property variations. 

The effect of wall-to-mainstream temperature ratio on the 
Nusselt number in a turbulent boundary layer, with air as the 
working fluid, has been quantified (Fitt et al., 1986) as 

Nu/Nu^CTVT^)-0-25 (3) 
One would expect to observe an effect of similar magnitude 
far downstream from film-cooling holes at low mass flux 
ratios, where the velocity and temperature profiles again 
resemble a turbulent boundary layer. This effect can be seen, 
for example, in Fig. 3 at x/d =20. The corrected data, shown 
in Fig. 11, do lie more closely on the same line. It is possible 
that the data close to injection require a similar type of correc­
tion. However, in all cases, the correction is less than 5 percent 
and is beneficial in terms of bringing the two sets of data 
closer together. 

Comparison of Results With Previous Data. The sole ob­
ject of the experiments reported here is to compare air and car­
bon dioxide injection. However, Fig. 12, from Forth et al. 
(1985), is included in order to show how these present data are 
consistent with the general variation of the effectiveness with 
mass flux ratio previously determined from tests at a wider 
range of density ratios. 

Conclusions 
1 It has been shown that there is close agreement between 

film-cooling heat transfer results obtained where the injection-
to-mainstream density ratio is achieved either by changing the 
injection-to-mainstream temperature ratio or by using a 
foreign injection gas. This comparison has been made on the 
same test facility, using direct heat transfer measurements, 
without resorting to a mass transfer analogy. To the authors' 
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Fig. 8 Variation of Nusselt number with 0 for G = 1.0 at a density 
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Fig. 9 Variation of the isothermal wall effectiveness with XID at a den­
sity ratio = 1.25 

knowledge this is the first such comparison to have been 
made. 

2 This result considerably extends the range of injection-to-
mainstream density ratios conveniently attainable in ex­
perimental facilities. It is imperative to scale this parameter 
correctly, since it can have a strong effect on film-cooling per­
formance, particularly close to injection. 

3 The results are best interpreted using a superposition 
model for film cooling. The film-cooling parameters A and B 
enable the cooling performance to be characterized in a man­
ner independent of the thermal boundary conditions. 

4 A slight effect due to the variation in properties with 
temperature has been observed. However, its quantitative 
dependence on the wall-to-mainstream temperature ratio, at 
least for large x/d, appears to be close to that previously 
reported for a turbulent boundary layer. 
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Fig. 11 Comparison between the corrected and uncorrected values of 
the Nusselt number at varying wall-to-mainstream temperature ratios 
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An Experimental and Numerical 
Investigation of Near Cooling Hole 
Heat Fluxes on a Film-Cooled 
Turbine Blade 
Discrete hole film cooling on highly curved surf aces of a gas turbine blade produces 
very significant wall temperature gradients and wall heat flux variations near down­
stream and upstream of rows of circular cooling holes. In this study a set of well-
defined external heat transfer coefficient distributions in the presence of discrete 
hole film cooling is presented. Heat transfer coefficients are measured on the suction 
side of an HP rotor blade profile in a short-duration facility under well-simulated 
gas turbine flow conditions. The main emphasis of the study is to evaluate the 
internal heat flux distributions in a detailed way near the cooling holes by using a 
computational technique. The method uses the measured external heat transfer 
coefficients as boundary conditions in addition to available internal heat transfer 
correlations for the internal passages. The study shows the details of the near hole 
temperature gradients and heat fluxes. The convective heat transfer inside the circular 
film cooling holes is shown to be very significant even with their relatively small 
diameter and lengths compared to the chord length. The study also indicates a 
nonnegligible wall temperature reduction at near upstream of discrete cooling holes. 
This is explained with the elliptic nature of the internal conduction field of the blade 
and relatively low coolant temperature levels at the exit of a film cooling hole 
compared to the mean blade temperature. 

Introduction 
Gas turbine blades are subject to very high thermal loads in 

modern high-efficiency engines operating at elevated turbine 
entry temperatures. An important portion of the thermal load 
is mainly due to convective heat transfer from the hot main­
stream gases to the walls. Discrete hole film cooling is one of 
the frequently applied wall protection methods on the blade 
surfaces. Although this method has been used widely, its re­
duced effectiveness especially very near downstream of the 
coolant holes is well known because of the limited film cooling 
coverage in this zone. Reduced film cooling coverage occurs 
in a very severe manner, especially for higher blowing rate 
situations, in which coolant jets have more tendency to pen­
etrate into the mainstream. One way of improving the film 
cooling coverage is to use a number of staggered rows of 
coolant holes. Shaping the external contour of the coolant 
hole, and reducing the hole spacing or row spacing, are other 
alternatives to improve the near hole film cooling coverage. 
A detailed understanding of the heat transfer mechanisms af­
fecting the zone in the vicinity of the coolant holes is essential 

•Previous address: Von Karman Institute for Fluid Dynamics, Turboma-
chinery Department, Ch. de Waterloo, 72, Rhode Saint Genese 1640, Belgium. 

Contributed by the International Gas Turbine Institute and presented at the 
33rd International Gas Turbine and Aeroengine Congress and Exhibition, Am­
sterdam, The Netherlands, June 5-9, 1988. Manuscript received by the Inter­
national Gas Turbine Institute November 1987. Paper No 88-GT-9. 

for the improvement of cooling systems. As a fluid dynamics 
problem, the regions affected by discrete hole film cooling, 
especially very close to the coolant holes, are characterized by 
a flow that is viscous, obviously nonadiabatic, and fully three 
dimensional. However, the three-dimensionality problem re­
duces to a spanwise periodic three-dimensional problem near 
the midspan of the turbine blade. 

The main objective of this paper is to investigate and un­
derstand the near cooling hole heat transfer behavior on a 
typical turbine rotor blade profile by means of both experi­
ments and analysis. The measurements of the convective heat 
transfer coefficients with high resolution on the suction surface 
of the blade are presented. The measurements taken in the 
VKI short-duration compression tube are reported in a detailed 
format. In addition to the measurements taken under well-
simulated flow conditions, a numerical simulation of the blade 
internal heat conduction field is presented for a mainstream 
gas temperature of 1650 K. Heat flux vectors on a sufficiently 
fine grid for a blade made up of a high-temperature alloy are 
generated by using a computational procedure using the meas­
ured external heat transfer coefficients as prescribed boundary 
conditions. This method provided the generation of the two-
dimensional heat flux map of the metallic blade with a suf­
ficiently high spatial resolution. It is shown that the inclusion 
of internal heat transfer from film cooling holes affects the 

Journal of Turbomachinery JANUARY 1989, Vol. 111/63 
Copyright © 1989 by ASME

Downloaded 01 Jun 2010 to 171.66.16.67. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



computed heat flux distribution in a very significant manner. 
The investigation also indicates that the internal geometric 
configuration of the blade is an important factor in determining 
the internal heat flux map of the blade. 

Although the heat transfer model used during the measure­
ments of external convective heat transfer was made up of a 
low-conductivity machinable glass ceramic, the internal heat 
conduction study was performed on a blade made up of an 
actual metallic turbine blade material having a relatively high 
thermal conductivity compared to the ceramic model. The 
actual blade model consisting of four internal cooling passages 
in the radial direction did not employ any impingement cooling 
scheme, in contrast to many present day applications. At this 
stage, in order to obtain fixed internal thermal boundaries, 
internal heat transfer was only represented by the flow of 
coolant from the blade root to the tip and the flow of coolant 
inside the film cooling holes. The thermal boundary conditions 
in the radial passages and inside the film cooling holes were 
obtained from well-established heat transfer correlations ex­
isting in the literature. With the help of the fixed internal 
boundary conditions, the variations in the blade heat flux 
distribution occurring mainly from the gas side heat transfer 
(including film cooling) and the film cooling hole internal heat 
transfer can be visualized clearly. 

Experimental Apparatus 
Test Facility. A short-duration technique was applied and 

use was made of the VKI isentropic compression tube facility. 
The operation principles of this facility were developed by 
Schultz et al. (1973) about 15 years ago. The VKI CT-2 facility 
(Richards, 1980), constructed in 1978, consists of a 5-m-long, 
1-m-dia cylinder containing a lightweight piston, driven by the 
air of a high-pressure reservoir. This cylinder is isolated from 
the test section by a fast opening slide valve. As the piston 
moves, the gas in front of it is nearly isentropically compressed 
until it reaches the pressure, and hence temperature levels, 
defined by the tunnel operator. The fast opening valve is then 
actuated by means of a detonator, allowing this pressurized 
air to flow through the test section. Constant free-stream con­
ditions are maintained in the test section until the piston com­
pletes its stroke. The maximum test section dimensions are 250 
x 100 mm2. The free-stream gas conditions can be varied 
between 300 and 600 K and 0.5 and 7.0 bar. A 5 m3 dump 
tank allows downstream pressure adjustments between 0.1 and 
4 bar. A typical test duration is about 500 ms. Further details 
about this facility and its operating principles are described by 
Jones et al. (1973), Richards (1980), Schultz et al. (1977), 
Ligrani et al. (1982), and Consigny and Richards (1982). 

The Model. All measurements reported in this paper were 
carried out on the same rotor blade section as tested by Camci 
and Arts (1985b). The cascade geometry is fully described in 

Nomenclature 

c 
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= blade chord 
= specific heat at constant pres­

sure for air 
= coolant hole diameter 
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= incidence angle 
= thermal conductivity 
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= mass flow rate 
= unit normal vector 
= Nusselt number hc/k 
= static pressure 
= Prandtl number = fiCp/k 
- Reynolds number = pU„c/fi 
= curvilinear coordinate meas­

ured from stagnation point 
= temperature 
= free-stream turbulence inten­

sity 

U = velocity 
u' = fluctuating velocity 

Subscripts 
c = coolant flow condition 

ex = exit 
in = inlet 
is = isentropic 
r = recovery 

w = wall 
0 = total condition or without 

coolant injection 
oo = free-stream flow condition 
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\ 20 h o l e s 
41 conica l ly shaped holes I \ 
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The geometr ical detai ls of the suct ion side 
coolant e ject ion site 

Fig. 1 Film-cooled turbine blade geometry 

Consigny and Richards (1982) and the cooling configuration 
is summarized in Fig. 1. The blade instrumented for heat flux 
measurements was milled from "Macor" glass ceramic and 45 
platinum thin films were painted on its surface. Two staggered 
rows of shaped holes (d = 0.80 mm, s/c = 0.206, 0.237) are 
located on the suction side (row S); the row and hole spacing 
are respectively 2.48 mm and 2.64 mm (Fig. 1). The same 
model also carries leading edge (LS, LM, LP) cooling arrange­
ments. However, leading edge cooling holes are blocked in­
ternally. The coolant flow is supplied by a regenerative-type 
cryogenic heat exchanger allowing a correct simulation of the 
coolant-to-free-stream temperature ratio. Pressure tappings 
and miniature thermocopules continuously provide the coolant 
characteristics. 

Free-Stream Turbulence Generation. The free-stream tur­
bulence was generated by a grid of spanwise oriented bars. 
The turbulence intensity was varied by displacing the grid up­
stream of the model; a maximum of 5.2 percent was obtained. 
The natural turbulence intensity of this facility is about 0.8 
percent. 

Data Acquisition. All the pressure, temperature, and heat 
flux measurements were directly acquired by a PDP 11 based 
high-speed data acquisition system. The details of this system 
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number data have been compared with the laminar and tur­
bulent flat plate correlations (Camci and Arts 1985a). It is a
known fact that the reduction of turbulent shear stress and
turbulent kinetic energy levels, especially in the outer layer of
a turbulent boundary layer developing on a convex surface,
are closely related to wall heating rate reductions (Gillis and
Johnston, 1983). The actual data taken by the author indeed
show somewhat lower values than the turbulent flat wall cor­
relation (Camci and Arts, 1985a). The largest deviations are
observed near the leading edge where the transition is artifi­
cially induced by the holes that are not ejecting (0.05 < sic
< 0.2). Farther downstream the measured values tend to merge
with the flat plate correlation as strong convex curvature dis-

Fig. 3 011 1I0w visualization of the coolant field

Table 1 Detailed experimental parameters of heat transfer experiments

i = 0.0 deg.
Main = 0.25 'F 0.Q1
Maex = 0.91 'F 0.01
TU 5.2%

RUN Po· To -· Tw/To ·, TciT000 Poc me/m-., m

bac bac

092 2..891 408.3 .726
098 2..889 407.1 .719 .482 2..80 0.69 0.62
160 2..897 410.0 .711 .496 3. 30 0.68 0.61
150 2..890 409.3 .720 .507 3.10 0.41 0.37
161 2..893 409.7 .696 ,458 3.82 1.11 0.99

163 2..890 409.3 .711 .586 3.06 0.45 0.40
097 2..884 406. B .70B .562 2.64 0.49 0.44
164 2..890 409.3 .715 .575 1.19 0.58 0.52
165 2..893 409.7 ,704 .552 3.74 1.10 0.97
101 2..889 407.0 .700 .536 3.40 1.16 1. 03

091 2..889 407.9 .733 .695 2..87 1. 04 0.93
077 2.887 401.8 .125 .722 3. 27 0.91 0.81
076 2..891 408.2 .724 .722 2.. ?9 0.77 0.69
075 2..890 407,6 .722 .724 2..59 0.64 0.57
074 2..890 407. 6 .720 .727 2.55 0.49 0.44

with a total sampling rate of 500 kHz are given by Camci et
al. (1985), Camci (1985), and Camci and Arts (1985a, 1985b).

h = 1000 W/m2K =r 50 W/m2K
P =2200 mm Hg =r 15 mm Hg
T = 100°C =r 0.5°C
mc =0.020 kg/s =r 0.0005 kg/s
m = 0.96 =r 0.03

Measurement Technique. The local wall heat flux is deduced
from the corresponding time-dependent surface temperature
evolution, provided by the thin films. The wall temperature/
wall heat flux conversion is obtained from an electrical anal­
ogy, simulating a one-dimensional semi-infinite body config­
uration. A detailed description of this transient technique is
given by Schultz and Jones (1973), and Ligrani et al. (1982). Fig.2 Measured convective heat transfer coefficients on the suction
The convective heat transfer coefficient is defined as the ratio surface of the blade: baseline tests

of the measured wall heat flux and the difference between the
free-stream recovery and the local wall temperatures. A re-
covery factor equal to 0.896 is used, as if the boundary layer
on the blade surface was turbulent elsewhere. The uncertainties
on the different quantities measured have been estimated as
follows:

Experimental Results and Discussion. Figure 2 shows the
convective heat transfer behavior on the suction side when
there is no coolant ejection. All other heat transfer data sets
presented in this paper are nondimensionalized with the data
of Fig. 2 (ho). Details of the experimental conditions related
to the heat transfer data sets are given in Table 1. The current
film-cooled blade model has also three rows of cooling holes
near the leading edge (Fig. 1). However, for this specific study,
the leading edge holes are completely blocked internally. Their
only influence is apparent on the total length of the transitional
zone, as boundary layer roughening elements near the leading
edge. Looking at Fig. 2, an early and abrupt laminar-to-tur­
bulent transition is observed compared to the model having
an identical external contour but without leading edge holes
(smooth blade). A turbulent boundary layer is fully established
for sIC > 0.2. The existence of a transitional or fully turbulent
boundary layer is confirmed by examining the timewise vari­
ation and the order of magnitude of the heat flux signal traces.
As a consequence, the coolant film ejected from the suction
side holes always interacts with a fully turbulent boundary
layer. The local Nusselt number along the suction side in the
absence of coolant has been evaluated as a function of local
Reynolds number (Camci and Arts, 1985a). In order to provide
a baseline check for heat transfer measurements, the Nusselt
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EFFECT OF B L O W I N G RATE ON H E A T T R A N S F E R 
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Fig. 4 Nondimensionai convective heat transfer coefficients (set I) 

appears. A full recovery near the trailing edge is however not 
expected (Adams and Johnston, 1984). 

Qualitative surface oil flow visualizations were performed 
in order to assess the spanwise uniformity of 'the coolant flow 
as well as the film coverage, downstream of the ejection rows 
(Fig. 3). Visual investigation downstream of the ejection site 
showed a quite uniform coolant field in the spanwise direction. 
It was also observed that the separation line of the suction 
side leg of the leading edge vortex was reasonably far away 
from the midspan of the blade where the heat transfer meas­
urements were taken. 

The influence of the blowing rate m on the suction side 
convective heat transfer is shown in Fig. 4. The blowing rate 
was varied from 0.37 to 0.99 for a constant coolant-to-free-
stream temperature ratio of Tc/T0«, = 0.50. In all cases a 
significant protection of the wall was achieved, especially close 
to the ejection holes where x/d < 40. For low blowing rates 
(m = 0.37), low mean velocity gradients near the wall and 
important momentum deficits above y/8 = 0.2 are typically 
encountered (Camci and Arts, 1985a). If m is raised up to 1.0, 
a velocity excess region is observed near the wall (x/d < 40). 
Above this zone, the overall mean velocity gradient is very low 
compared to the low blowing rate case. Since the turbulent 
kinetic energy production is related to the mean velocity gra­
dient (Yavuzkurt et al., 1980), higher heat flux levels are ex­
pected for low blowing rates, whereas, except in the near wall 
region, a reduction in overall heat flux will be observed for m 
= 1.0. In the near wall region, the heat transfer augmentation 
observed for x/d < 40 may be related to the velocity excesses 
as suggested by Yavuzkurt et al. (1980). Very steep mean ve­
locity gradients near the wall as well as an eventual jet pene­
tration into the mainstream yield large shear stress and turbulent 
kinetic energy levels in this region. A numerical simulation of 
this behavior especially at blowing rates close to unity was 
performed by the author (Camci and Arts, 1985a) by using a 
two-dimensional differential boundary layer code Stan-Cool. 
Meaningful simulations were only achieved when the aug­
mented mixing length parameter was set to a relatively high 
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EFFECT OF B L O W I N G RATE ON H E A T T R A N S F E R 
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Fig. 6 Nondimensionai convective heat transfer coefficients (set III) 

value compared to a low blowing rate case_(Camci and Arts, 
1985a). In the specific simulation study the /max value used was 
found to be much higher than earlier studies reported by Craw­
ford et al. (1980). For most of the earlier studies the ap­
proaching mainstream boundary layer thickness <5 has the same 
order of magnitude as the ejection hole diameter d. The present 
study uses a well-simulated mainstream flow with actual tem­
perature ratios and a realistic coolant hole diameter. As a result 
the present boundary layer thickness-to-hole diameter ratio is 
about 1/5. This ratio suggests that, in a carefully designed film 
cooling experiment on the suction side, a very strong domi­
nance of the ejected coolant layers is expected to take place. 
The measured data are indeed consistent with this conclusion 
as shown in Fig. 4. 

Significant coolant temperature effects on convective heat 
transfer have also been observed. Figures 5 and 6 represent 
the results obtained for a Tc/T0„ = 0.57 and Tc/T0„ = 0.72, 
respectively, in a typical blowing rate range from m = 0.4 to 
1.0. Important h/h0 reductions near the ejection site (x/d < 
40) were achieved when the coolant temperature was changed 
from wall temperature down to half of the mainstream level. 
The downstream values of h/h0 increase smoothly and far 
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downstream (x/d = 100), the heat flux level differences due 
to coolant temperature variations are not as large as the dif­
ferences occurring close to the ejection site. Local heat transfer 
augmentation observed just downstream of the ejection site 
(x/d < 40) appears almost independently from the coolant 
temperature level. In addition to augmented turbulent shear 
stress and turbulent kinetic energy levels near the holes, a hot 
gas/wall interaction due to severe coolant jet penetration into 
the mainstream is also expected. The penetrating coolant jets 
were expected to reduce the overall film cooling coverage in 
this area, mainly because of reduced lateral jet spread. In this 
area, the wall has more chances to be influenced by the hot 
mainstream gas. Details of the 15 heat transfer data sets are 
given in Table 1. 

Numerical Computation of Heat Flux Vectors. An accurate 
thermal analysis of a film-cooled turbine blade is only mean­
ingful by generating the local internal conduction heat flow 
pattern by using the external and internal surface convective 
heat transfer information for a specific blade. In order to solve 
the heat conduction equation for a cooled turbine blade that 
has a very complex geometry, a computational method based 
on a variational principle has been implemented. 

The steady two-dimensional temperature distribution in a 
film-cooled gas turbine blade can be calculated by solving 

V2T(x,y) = 0 (1) 
provided that the convective boundary conditions, free-stream 
temperature, and thermal conductivity of the blade material 
are known. The associated boundary condition of the specific 
heat conduction problem is as follows: 

/dT dT \ 

~k\^"x + ^ ' n y ) = h ( T ° - - r<*. »> (2) 

The method of solution is based on a variational principle 
known as Euler's Theorem. The solution of equation (1) sat­
isfying the boundary conditions given in equation (2) is iden­
tical to minimizing an integral statement given in equation (3) 
over the whole domain. 

+ \L^h(T-T0Ji.dL (3) 

where dL is an infinitesimal length over the curved boundary 
of the domain. The two-dimensional domain is discretized 
using isoparametric finite elements on which the integral state­
ment IF is minimized. The final result of this minimization 
procedure is a set of linear algebraic equations and the solution 
of this set of equations leads to the temperature distribution 
in the domain of interest. The finite element technique used 
is a direct minimization technique that does not require any 
iterations. Therefore, there is no problem like the convergence 
of the scheme. The finite elements chosen were eight node 
(quadrilateral) or six node (triangular), second-order isopar­
ametric elements. The advantage of this technique is its exact 
nature, except for the numerical interpolations and integrations 
performed in each element. It has also been shown in the past 
that the second-order polynomials chosen for the geometric 
description and the scalar temperature field are sufficiently 
accurate for the solution of steady heat conduction problems. 
Further details of this analysis are given by Zienkiewicz (1971). 

Discretization of the Blade and Boundary Conditions 
The finite element discretization of the blade in two dimen­

sions is shown in Fig. 7. The "near film cooling hole" dis­
cretization is also shown in the figure. A typical finite element 

Fig. 7 Discretization of the film cooled blade and cooling hole details 

size was about 2 percent of the blade chordlength, when an 
almost square element was used, in the regions where a high 
computational resolution was required. The elements chosen 
were second order, curved, and isoparametric finite elements. 
Near the sharp corners of the coolant passages and near the 
trailing edge, triangular elements were employed in addition 
to the regular rectangular elements. 

The element convective heat transfer coefficients in the ab­
sence of film cooling were evaluated from the experiments as 
discussed in experimental results. Figure 2 shows the external 
heat transfer coefficients used in the analysis both in the ab­
sence and presence of film cooling. For the case of film cooling, 
the coolant to free-stream temperature ratio was 0.50 at a 
blowing rate of unity. The heat transfer coefficients were ac­
quired from well-simulated cascade tests performed at r0„ = 
408 K. However, for the calculations in an environment T0„ 
= 1650 K (assuming that Nusselt numbers are similar) the 
effect of increasing thermal conductivity of the mainstream 
gas is taken into account. It is a well-known fact that the 
thermal conductivity of air will approximately increase with 
the square root of the ambient temperature. 

The convective boundary conditions inside the film cooling 
holes were determined from "fully developed turbulent pipe 
flow" correlation given by Dittus and Boelter (1930). 

h= - -0.023.Re°-8.Pr0-4 (4) 
d 

The length-to-diameter ratio of the film cooling holes is small 
for the current problem. Therefore, the assumption of fully 
developed flow may not be completely realistic since the flow 
in small diameter cooling holes is still developing and influ­
enced by the hole inlet conditions. This will most likely increase 
the internal heat transfer coefficient in the holes. The actual 
cooling geometry used in the computations is somewhat dif­
ferent from a flow in a pipe having a uniform circular cross 
section in the longitudinal direction of the pipe. There is a 
conically shaped section near the exit of the cooling hole, as 
shown in Figs. 1 and 7. This conical shape was taken into 
account by introducing an average cooling hole diameter of 
0.95 mm. The heat transfer coefficients in the internal cooling 
passages were evaluated from a correlation discussed by Ains-
worth and Jones (1979). Reynolds numbers in internal coolant 
passages were calculated using the hydraulic diameter of each 
of the passages. The heat transfer correlation is as follows: 

h= (pcUc) .Cp«exp[- 3.796- 0.205-LnRe 
(5) 

- 0.505 -LnPr - 0.0225 »(LnPr)2] 
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Fig. 8 Case 1: (A) isothermal contours, (B) heat flux vectors; no external 
film cooling 

Fig. 9 Case 2: (A) isothermal contours, (B) heat flux vectors; external 
film cooling; no film cooling hole internal heat transfer effect imposed 

Computational Results 
Only Internal Convection Cooling. The first computation 

shown in Fig. 8(A) is simulating an "only internal convection 
cooling" case. No film cooling is applied on the gas side of 
the blade. The total coolant to free-stream mass weight ratio 
is about 3.5 percent. The distribution of the total coolant mass 
flow rate in the internal coolant passages is prescribed as fol­
lows: 
Channel Coolant distribution 

L 
S 
P 
T 

25 percent 
25 percent 
20 percent 
30 percent 

The coolant in each passage is assumed to be entering through 
the blade root and discharged into the mainstream from the 
tip. The computational heat conduction analysis resulted in 
the local temperature map shown in Fig. 8(A). Although this 
configuration is not the closest case to an actual film-cooled 
blade, it was considered to be a baseline case to compare the 
temperature field in the presence and absence of film cooling. 
The magnitude of the internal heat transfer coefficient in each 
passage, the interaction of the two neighboring passages, gas 
side heat transfer coefficient without film cooling, the specific 
blade geometry, gas total temperature, and the thermal con­
ductivity of the blade material are the determining factors in 
evaluating the temperature field given in Fig. 8(A). 

Although the highest external heat loads are observed near 
the leading edge zone (Fig. 2), the internal cooling activity of 
channel "L" and to a less extent the cooling from the neigh­
boring channel " S " provided an average wall to free-stream 
temperature ratio of 1150/1650 = 0.69. 

The trailing edge of the blade is observed to be the hottest 
part. In spite of the fact that there is a cooling passage (T) 
near the trailing edge, the slender geometry and high gas side 
heat loads resulted in quite high wall temperatures compared 
to the leading edge area. In practice, more specific trailing 
edge cooling schemes are used to cool down this region. 

The flow of thermal energy by molecular conduction process 
can be simulated by computing local heat flux vectors. Once 
the temperature field is known, the temperature gradients and 
eventually the heat fluxes may be evaluated through equation 
(3). The resulting heat flux vectors from this analysis are given 
in Fig. 8(B). Although quite reduced wall temperatures are 
found, the highest heat flux levels are observed near the leading 
edge channel. Due to the effective heat removal through chan­
nel "L," the flow of heat is quite induced in the direction 
from the mainstream to the coolant channel. 

The solid walls between the coolant passages are defined as 
"bridges" in this study. The bridges play a significant role in 
the conduction process, as shown in Fig. 8(B). A part of the 
heat flow from the gas side is transferred into the internal 
channels from both ends of the bridge. The heat flux vectors 
on bridge 1 are found to meet at the midsection. Relatively 
reduced heat flux levels and almost minimal bridge tempera­
tures are observed in this area. 

The external heat loads evaluated qualitatively from the 
computed local heat flux pattern are shown as dashed arrows. 
The heat flux vectors are almost normal to the inner and outer 
skin of the blade except the bridges, when the heat removal 
by means of the coolant channel is quite effective (L, S, T). 
With the help of the heat flux components almost parallel to 
the external skin of the blade shell, a part of the heat is trans­
ferred to the neighboring coolant channels (vectors X, Y, Z, 
T, U, W, R, S) (Fig. 8B). The curved corners close to the 
bridges were observed to be highly thermally loaded. Very large 
temperature gradients and magnitudes of heat flux were found. 

Film Cooling Results. When film cooling is applied on the 
suction side, the computed temperature profiles are shown in 
Fig. 9(A). The cooling site is located at s/c = 0.235. In this 
phase of the analysis, the influence of the convective bound­
aries surrounding the discrete cooling holes is ignored on the 
conduction field. The analysis is performed with external film 
cooling boundary conditions downstream of the ejection site 
of the suction side. A remarkable influence of film cooling on 
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Fig. 10 Case 3: (A) isothermal contours, (B) heat flux vectors; external 
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the downstream temperature evaluation is observed (Fig. 7A). 
The temperature field in bridge 1 is very similar to the case 
without film cooling. However, bridge 2 is influenced by film 
cooling because of the close distance to the film ejection site. 
The near leading edge temperature pattern is not significantly 
altered because of the film-cooled boundary conditions. 

Because of the very low heat transfer coefficients (Fig. 2 
just downstream of the ejection site (s/c = 0.234)), the heat 
flux vectors showed a very specific variation compared to the 
only internal cooling case (Case 1). Heat is transferred from 
the wall to the free stream (zone YY), within the first six-seven 
hole diameters. In the vicinity of the wall, the heat may be 
transferred from the wall to the adjacent coolant layer because 
of very low coolant temperatures where the film temperature 
is still very close to the coolant temperature in the plenum 
chamber. If one follows the wall heat flux component normal 
to the wall from point 1 to 4 in Fig. 9(B), nonnegligible heat 
flux levels from the wall to the film (between 1 and 2) are 
encountered. At about point 2, an almost adiabatic zone is 
observed. After point 2, the heat flow is from the film to the 
wall. 

The Influence of the Cooling Hole. In Figs. 9(A) and 9(B), 
the conduction pattern as a result of external film cooling is 
indicated without taking into account the influence of internal 
convection in the discrete cooling holes. The result of the 
computation taking this influence into accounts shown in 
Figs. 10(A) and 10(B). A very strong deviation from the case 
without cooling hole influence, but with film cooling (Case 2) 
is observed at near upstream and downstream of the cooling 
hole. A very steep temperature gradient occurring within the 
first 10 hole diameters upstream of the hole is found only as 
a result of the existence of the cooling hole. Downstream of 
the cooling hole, the wall temperatures are considerably lower 
than the temperature given for Case 2. The surface temperature 
variations on the suction side for only internal cooling (Case 
1), film cooling without cooling hole influence, (Case 2), and 
film cooling with the cooling hole effects included, (Case 3), 
are compared in Fig. 11. A significant contribution of the 
cooling hole both upstream and downstream of the hole is 
apparent. This contribution almost disappears at s/c = 0.70 
(bridge 3) in downstream direction. The cooling hole induced 
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Fig. 11 Computed surface temperature distributions on the suction 
side, comparison of Cases 1, 2, and 3 

conduction does not affect the temperature field near the lead­
ing edge, up to s/c = 0.1 on the suction side. Farther down­
stream, the significance of the hole continuously increases up 
to the hole location. 

Looking at Fig. 10(B), a very strong heat sink effect of the 
hole is observed. Most of the heat flux vectors tend to direct 
themselves through the cooling hole. Very high levels of heat 
flux exist upstream of the hole. Near downstream of the hole, 
in accordance with Case 2 (Fig. 9B), first a wall-to-coolant 
heat transfer zone, an almost adiabatic zone, and a coolant 
wall heat transfer region are observed. Downstream of the film 
cooling location, especially between the outer and inner skin 
of the blade, the main heat conduction tendency is the flow 
of heat from downstream to upstream in a direction almost 
parallel to the external contour of the blade. The bridges also 
slightly modified the heat flux field. 

Conclusions 
Application of film cooling heat transfer on the suction side 

(s/c = 0.206) significantly reduced the near hole wall heat 
fluxes with a discrete hole configuration having double rows 
of staggered and shaped holes. High near hole cooling effec­
tivenesses resulted in heat flux vectors in the direction from 
the wall to the mainstream, within the first few hole diameters 
distance. Increasing blowing rates improved the overall pro­
tection of the wall. However, above m = 0.61, a near ejection 
site augmentation in h occurred because of enhanced turbulent 
mixing. 

Reducing the coolant temperature from wall temperature to 
half that of the mainstream lowered the heat transfer coeffi­
cient at constant m. At high blowing rates (m = —0.96), this 
effect is more pronounced than for m = 0.40. 

A predictive capability based on a variational method has 
been developed to investigate the thermal conduction heat 
transfer behavior of a film cooled gas turbine blade. The blade 
temperature and local heat flux distributions are obtained with 
a fine resolution. 

When only internal convection cooling is applied without 
external film cooling, the leading edge is found to be the most 
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critical area as far as the magnitude of local wall heat fluxes 
are concerned. However wall temperatures in this region are 
quite reduced (Tw/T0„ = —0.7) due to the effective cooling 
from internal channel " L " . The results with external film 
cooling on the suction side show that downstream of a coolant 
ejection site is far from being either an adiabatic surface or 
an isothermal wall. The addition of the convective heat transfer 
contribution from coolant holes to heat conduction analysis 
indicates that the direction and magnitude of near ejection 
hole local wall heat fluxes are strongly controlled by the coolant 
hole convection behavior. Near the ejection site, very signif­
icant flow of heat around the film cooling hole both from 
upstream and downstream direction showed the heat sink in­
fluence of the hole. A three-dimensional thermal analysis (con­
duction/convection) near the cooling hole is under 
development. More detailed and realistic results from this anal­
ysis will be available soon as far as blade heat flux and thermal 
stress vectors are concerned. The solid walls between the cool­
ant passages were also found to be transmitting significant 
levels of heat to the internal coolant stream. Large temperature 
gradients were shown to be accumulated near the corners of 
internal coolant passages. 
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Effects of Embedded Vortices on 
Film-Cooled Turbulent Boundary 
Layers 
Heat transfer effects of longitudinal vortices embedded within film-cooled turbulent 
boundary layers on a flat plate were examined for free-stream velocities of 10 m/s 
and 15 m/s. A single row of film-cooling holes was employed with blowing ratios 
ranging from 0.47 to 0.98. Moderate-strength vortices were used with circulating-
to-free stream velocity ratios of - 0.95 to -1.10 cm. Spatially resolved heat transfer 
measurements from a constant heat flux surface show that film coolant is greatly 
disturbed and that local Stanton numbers are altered significantly by embedded 
longitudinal vortices. Near the downwash side of the vortex, heat transfer is aug­
mented, vortex effects dominate flow behavior, and the protection from film cooling 
is minimized. Near the upwash side of the vortex, coolant is pushed to the side of 
the vortex, locally increasing the protection provided by film cooling. In addition, 
local heat transfer distributions change significantly as the spanwise location of the 
vortex is changed relative to film-cooling hole locations. 

Introduction 
In order to design efficient schemes to protect surfaces using 

film cooling, an understanding of the interaction between film 
cooling jets and the nearby flow is necessary. This is partic­
ularly important in regard to turbine blade passages, where, 
even without film cooling, flows may be extremely complex, 
containing numerous vortices, secondary flows, and three-di­
mensional separation. 

As the inlet boundary layer approaches the turbine blade 
row, one portion flows into the blade passage and then from 
the pressure side of one blade to the suction side of an adjacent 
blade. Another portion approaches the blade, where just in 
front, a horseshoe vortex forms. At the saddle point, the horse­
shoe splits into a vortex on the suction side and a vortex on 
the pressure side. The pressure side vortex becomes the passage 
vortex, moving from the leading edge of the blade toward the 
low-pressure side of the adjacent blade. Such vortices are often 
embedded in the wall boundary layer, with cross-stream length 
scales at least equal to the local boundary layer thickness. 
Consequently, they are capable of significant perturbations to 
local heat transfer rates. Eibeck and Eaton (1987) showed how 
such vortices caused Stanton number increases as great as 24 
percent and decreases of 14 percent in a study of turbulent 
boundary layer flow on a flat plate. Such variations were found 
to persist over 100 boundary layer thicknesses, indicating that 
longitudinal vortices maintain their coherence over large 
streamwise distances. 

If the film cooling is present on the endwall or blade surface, 
then there is certain to be an interaction between vortices and 
cooling jets. One of the purposes of this paper is to show that 
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this interaction can lead to local hot spots. These, in turn, 
often lead to increased thermal stresses and reduced blade life. 

Blair (1974) reported heat transfer measurements from an 
endwall film-cooled using a slot inclined at a 30 deg angle. On 
the endwall, large variations of heat transfer and film cooling 
effectiveness were measured, which were attributed to a large 
vortex located in the corner between the endwall and the suction 
surface of their cascade. Langston et al. (1977) described the 
passage vortex as one that increases in size through the turbine 
passage, entraining fluid from the mainstream and separated 
fluid from the endwall and suction surface boundary layers. 
Langston (1980) later found that the passage vortex had the 
features of a distorted Rankine vortex in a plane located about 
2/3 of the way through the blade passage. Sieverding (1985) 
summarized the development and character of various vortices 
and secondary flows which exist in turbine passages. Goldstein 
and Chen (1985, 1987) performed an experimental study on 
the influence of the endwall on film cooling of gas turbine 
blades using one and two rows of injection holes, respectively. 
These authors concluded that on the convex side of the blade 
there is a triangular region where coolant is swept away from 
the surface by the passage vortex, while the concave side was 
not significantly affected by secondary flows originating near 
the endwall. Sato et al. (1987) studied distributions of heat 
transfer and film cooling effectiveness on the endwall and 
airfoil within an annular low aspect ratio cascade. Horseshoe 
vortices were found to promote heat transfer and decrease the 
film cooling effectiveness on the endwall near the blade leading 
edge. Secondary flows resulted in increased heat transfer co­
efficients on the blade suction surface near the endwall, with 
very little effect on blade pressure surfaces. Other studies of 
secondary flows in turbine cascades are reviewed by Eibeck 
and Eaton (1987). Westphal et al. (1987) provide a review of 
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the extensive amount of work that has been done on vortices 
in boundary layers. 

Studies of the interaction between film cooling injection and 
embedded vortices are scarce (Blair, 1974; Goldstein and Chen, 
1985, 1987). This lack of data and the difficulty in modeling 
the complicated three-dimensional aspects of the flow field 
motivated the present experimental study. Its principal objec­
tive was to investigate the effect of a single embedded vortex 
on heat transfer in film-cooled turbulent boundary layers. 

The study was undertaken in two parts. In the first, three 
mean velocity components were measured in a plane normal 
to the nominal flow direction using a five-hole pressure probe. 
In the second, wall heat transfer measurements were conducted 
along with surveys of the mean temperature field from film 
cooling. A systematic approach to the heat transfer measure­
ments was employed to provide sufficient qualification of the 
facilities and procedures used. First, measurements were made 
beneath a turbulent boundary layer only. Second, the boundary 
layer with single embedded vortex was studied. Third, meas­
urements were made of the boundary layer with film cooling 
from a single row of injection holes. Finally, measurements 
were made of the boundary layer with both film cooling and 
embedded vortex. Here, attention was focused on overall vor­
tex effects, and the effect of span wise vortex position. 

Experimental Approach 
The influence of a single embedded vortex on local convec-

tive heat transfer was determined by mapping Stanton number 
distributions in a flat plate turbulent boundary layer down­
stream of a single row of film cooling holes. A constant heat 
flux surface instrumented with thermocouples was used to 
measure Stanton number variations. The three mean velocity 
components were measured using a five-hole pressure probe. 

The experiments were conducted in an open-circuit, subsonic 
wind tunnel located in the laboratories of the Department of 
Mechanical Engineering of the Naval Postgraduate School. 
The wind tunnel consisted of a centrifugal blower, a diffuser 
with filters, a header box with a honeycomb and three screens, 
a nozzle, and a test section. The test section was a rectangular 
duct 3.05 m long and 0.61 m wide, with adjustable top wall 
height. For the present study, a zero pressure gradient was 
maintained without vortex or film cooling to within 0.018 cm 
of water differential pressure along the test plate. The air speed 
through the test section can be adjusted from 5 to 40 m/s. The 
free-stream turbulence intensity was about 0.1 percent based 
on a free-stream velocity of 30 m/s. 

The coordinate system is shown in Fig. 1. With the heat 
transfer surface at elevated temperature, an unheated starting 
length of 1.10 m existed. Free-stream air was maintained at 
ambient temperature, and thus, the direction of heat transfer 
was from the wall to gas. Also labeled in Fig. 1 are the locations 
of thermocouple rows along the test surface. At x = 1.86 m, 
boundary layer thickness, boundary layer displacement thick­
ness, and boundary layer momentum thickness were 29.7 mm, 
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Fig. 2 Schematic of vortex generator and its position lor vortex position 
B 

5.09 mm, and 3.59 mm, respectively. At a free-stream velocity 
of 21.0 m/s, the momentum thickness Reynolds number was 
4780 and the friction velocity was 0.8 m/s. 

A schematic of the vortex generator is shown in Fig. 2. It 
consisted of a half-delta wing attached to the wind tunnel floor 
at an angle of 18 deg with respect to the tunnel centerline. The 
generator design was similar to ones employed by Westphal 

Nomenclature 

d = injection hole diameter 
h = heat transfer coefficient = 

qw"/(Tra, - TJ 
m = blowing ratio = pcUc/ p<JJ^ 

q" = heat flux 
St = Stanton number 

St0 = baseline Stanton number, no 
film cooling, no vortex 

Stf = Stanton number with film 
cooling only 

T = static temperature 
U = mean velocity 

y = 

z = 

5, = 

downstream distance as meas­
ured from the leading edge of 
the boundary layer trip or 
from the downstream edges of 
injection holes when used as 
x/d 
vertical distance from the test 
surface upward 
spanwise distance from the test 
section center line 
boundary layer displacement 
thickness 

6 = nondimensional coolant tem­
perature = (Jrc - Tm)/ 

£ = unheated starting length 
p = density 

Subscripts 
c = coolant at exit of injection 

holes 
r = recovery condition 

w = wall 
oo = free stream 

72/Vol. 111, JANUARY 1989 Transactions of the ASME 

Downloaded 01 Jun 2010 to 171.66.16.67. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



et al. (1985, 1987) and by Eibeck and Eaton (1987). Three 
different spanwise locations of the vortex generator were em­
ployed to give three different spanwise vortex positions. These 
were labeled A, B, and C. Figure 2 shows generator position 
B. The leading edge of the generator was 4.79 cm off the wind 
tunnel axis, and the vortex center was estimated to pass between 
two injection hole locations. The generator leading edge was 
3.52 cm and 6.06 cm from the wind tunnel axis for positions 
A and C, respectively. 

The injection system, which included a small heat exchanger, 
provided film coolant at temperatures above ambient. Thirteen 
injection holes were inclined at an angle of 30 deg. Their 
spanwise spacing was three diameters, with the middle tube 
located on the center line of the test surface. Diameters of the 
injection holes were 0.95 cm, scaled such that 5j/tf ranged from 
0.37 to 0.40. The blowing ratio m was varied between 0.47 
and 0.98. Nondimensional coolant temperature 0 was main­
tained at approximately 1.6. For all test conditions, the in-
jectant was turbulent. Values of the blowing ratio m, discharge 
coefficients, and other injection parameters were determined 
using methods described by Ortiz (1987) and Joseph (1986). 
Discharge coefficients ranged between 0.5 and 0.73, and in­
creased with Reynolds number in agreement with results given 
by Ligrani and Camci (1985). 

Copper-constantan thermocouples were used to measure 
plate and gas temperatures. One calibration was used for all 
thermocouples of similar manufacture, since their outputs were 
the same within one or two microvolts at any given temper­
ature. Surveys of (T - T^) were performed with a thermo­
couple mounted on a two-component automated traversing 
device constructed in the Department of Mechanical Engi­
neering shop. The device was driven by two electric motors 
manufactured by the Superior Electric Company. These mo­
tors were controlled by a microprocessor. Each survey con­
sisted of 800 probe locations, covering an area 12 cm x 22 
cm. 

The heat transfer surface was designed and developed to 
provide a constant heat flux over its area. The plate was con­
structed so that its upward-facing part was adjacent to the 
wind tunnel air stream, with minimal heat loss by conduction 
from the sides and beneath the test surface. Magnitudes of 
conduction loss were determined by an energy balance. Ra­
diation losses from the top were estimated analytically. The 
design was based on ones used at the University of Minnesota 
(Wang, 1984; Wang et al., 1985). It consisted of athin stainless 
steel foil, 1.3 m X 0.467 m x 0.20 mm, painted flat black 
with seven layers of liquid crystals. Attached to the underside 
of the foil were six rows of thermocouples. Twenty-one ther­
mocouples were located in each row, where spacing within 
each row was 1.27 cm. The contact resistance between the 
thermocouples and the foil top was estimated based on tem­
peratures from the thermocouples and calibrated liquid crys­
tals. The contact resistance was then correlated as a function 
of heat flux through the foil. Beneath the thermocouples was 
a thin foil heater, a Lexan sheet, foam insulation, styrofoam, 
and balsa wood. The level of surface temperature was con­
trolled by adjusting the input voltage to the heater using a 
variac power supply. Additional details on the heat transfer 
surface, including qualification procedures used, are given by 
Joseph (1986) and Ortiz (1987). 

The uncertainty of the heat transfer coefficient h, based on 
a 95 percent confidence level, was estimated to be ±4.5 percent 
or ±1.03 W/m2°C based on an h value of 24.2 W/m^C. The 
uncertainty of Stanton numbers was estimated to be ±4.4 
percent. The uncertainty of St/St0 was estimated at ±5.5 per­
cent or ±0.058 based on St/St0 = 1.05. (Kline and Mc-
Clintock, 1953). 

The three mean velocity components were measured using 
a United Sensor five-hole pressure probe. The probe was cal­
ibrated for yaw angles from - 40 to + 40 deg and for pitch 
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Fig. 3 Streamwise velocity contours in boundary layer with embedded 
vortex, 0.50 blowing ratio, and 15 m/s free-stream velocity 
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Fig. 4 Secondary flow vectors in boundary layer with embedded vortex, 
0.50 blowing ratio, and 15 m/s free-stream velocity 

angles from - 15 to + 15 deg. The five-hole probe was con­
nected to five Celesco LCVR pressure transducers. Each of 
these was connected to a Celesco Carrier Demodulator to con­
vert transducer output to a d-c voltage. The pressure probe 
was positioned using the same automated traversing device as 
was used for the (J - T„) surveys. Voltages from thermocou­
ples and the Carrier Demodulators were read by a Hewlett-
Packard 3497A Data Acquisition/Control Unit with a 3498A 
Extender. These units were controlled by a Hewlett-Packard 
Series 300, Model 9836S computer. Additional details are given 
by Ortiz (1987) and Evans (1987). 

Fluid Mechanics Results 
Mean velocities for the boundary layer with embedded vortex 

and film cooling at x/d = 41.9 are presented in Figs. 3 and 
4. These data were obtained at a free-stream speed of ap­
proximately 15 m/s with a blowing ratio m of 0.50. The vortex 
was located at position B. 

The tremendous perturbation caused by the vortetx is evi­
dent. Longitudinal velocity contours are altered over z ranging 
from - 10 cm to 5 cm. Outside of this region, the film-cooled 
boundary layer extends 2.5-3.0 cm from the wall, and is rel­
atively undisturbed by the vortex. This is shown by longitudinal 
velocity contours in Fig. 3, which are spanwise uniform slightly 
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Fig. 5 Streamwise vorticity contours in boundary layer with embedded 
vortex, 0.50 blowing ratio, and 15 m/s free-stream velocity 

away from the wall. Near the wall, velocity deficits from film 
cooling are present spaced about 3 cm apart for z :£ - 6 . 0 
cm. 

Because of the vortex, low-speed fluid is lifted away from 
the wall near the vortex up wash side ( - 8 cm < z < - 3 cm). 
Here, the local boundary layer thickness may be as much as 
three times its undisturbed value. Of particular interest here 
is the velocity deficit from film cooling at z = - 6 cm, which 
seems to be increased in size by the vortex upwash. The extent 
and magnitude of the vortex upwash is evident from secondary 
flow vectors in Fig. 4. 

Near the downwash side of the vortex ( - 2 c m < z < 3 
cm), Fig. 3 shows that high-speed fluid is convected close to 
the wall and the local boundary layer thickness is less than its 
undisturbed value. In Fig. 4, the locations of the downwash 
region are indicated by secondary flow vectors. These addi­
tionally indicate significant crossflow velocities below the vor­
tex center located at z = - 2.5 cm, y = 3.5 cm. Within these 
regions {z > - 4 . 0 cm), there is no evidence of near-wall 
velocity deficits from film cooling. Here, coolant appears to 
have been swept away or decimated by the secondary flows of 
the vortex. 

Axial vorticity contours for the same flow, estimated from 
the y and z velocity components, are presented in Fig. 5. The 
peak of vorticity locates the vortex center. This center is sur­
rounded by a core of roughly circular vortical fluid, which, in 
turn, is surrounded by nonvortical fluid. These two regions 
together show similarity to a Rankine vortex (Eibeck and Ea­
ton, 1987). Near the upwash side of the vortex, there is also 
a region of negative vorticity, which would not be included in 
the Rankine model. The circulation of the vortex Y was de­
termined by integrating the vorticity in the plane of the sec­
ondary flow vectors. To provide some noise immunity in 
performing this integration, procedures of Westphal et al. 
(1985) were followed wherein vorticity levels less than 20 per­
cent of the peak vorticity were taken as zero vorticity. With 
this approach, Y/U„ was estimated to be -0 .95 cm with film 
cooling and - 1.10 cm without film cooling. Streamwise vor­
ticity contours are similar for the two cases, except that the 
vortex center is located at slightly smaller y and z without film 
cooling. 

20.00 

Fig. 6 Local Stanton number ratios in boundary layer with embedded 
vortex; 15 m/s free-stream velocity 

Heat Transfer Results 
Boundary Layer Only. Measurements were made at free-

stream velocities of 10 m/s and 15 m/s, without vortex and 
without film cooling in order to validate and qualify the heat 
transfer plate and measurements procedures used. Spanwise-
averaged Stanton number data showed agreement with the 
empirical equation from Kays and Crawford (1980) for tur­
bulent boundary layers on a flat plate at constant free-stream 
velocity, constant heat flux, and unheated starting length of 
1.10 m. Local measurements showed good spanwise uniform­
ity, particularly away from the leading edge of the heat transfer 
plate. 

Boundary Layer With Single Vortex. Measurements were 
made at free-stream velocities of 10 m/s and 15 m/s with an 
embedded longitudinal vortex and no film cooling to test fur­
ther the capability of the heat transfer surface for spatially 
resolved measurements. Spanwise variations of local St/St0 for 
15 m/s are presented in Fig. 6. 

The influence of the vortex is evident at locations where St/ 
St0 values are not equal to 1. Maximum values of St/St0 are 
about 1.25 at locations that correspond to the downwash side 
of the vortex. For - 5 . 0 < z < 0.0 cm a large gradient of 
heat transfer exists at each downstream location. This gradient 
moves to smaller z with downstream distance. For even smaller 
z, Stanton number ratios reach minima of about 0.90 at lo­
cations that correspond to the upwash sides of vortices. Similar 
behavior is observed at 10 m/s, except maxima and minima 
are slightly different. These results show qualitative agreement 
with the measurements of Eibeck and Eaton (1987), where 
small quantitative differences are a result of different vortex 
generator geometries, and different magnitudes of vortex cir­
culation. 

Boundary Layer With Film Cooling. To qualify further the 
heat transfer surface and the film cooling injection system, 
measurements were made with film cooling but without an 
embedded vortex. Stanton numbers were obtained at 10 m/s 
with blowing ratios from 0.68 to 1.26, and at 15 m/s with 
blowing ratios from 0.47 to 0.86. Nondimensional coolant 
temperature was maintained at about 1.6. These results showed 
trends consistent with the film cooling effectiveness data of 
Goldstein and Yoshida (1982) for turbulent injection from a 
single row of holes into turbulent boundary layers. In that 
study, spanwise-averaged effectiveness decreased significantly 
as blowing ratio increased from 0.5 to 1.0. In the present study, 
the lowest spanwise-averaged Stf/St0 were observed for m = 
0.68 at 10 m/s and for m = 0.47 at 15 m/s. As the blowing 
ratio increased from these values to near one, Stf/St0 then also 
increased. 
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Boundary Layers With Film Cooling and Vortex 
General Observations. Overall effects of embedded vortices 

on film-cooled turbulent boundary layers are now discussed 
referring to data in Fig. 7. These results were obtained at the 
same experimental conditions as the fluid mechanics data in 
Figs. 3,4, and 5. The vortex was located at position B with a 
free-stream velocity of 15 m/s and a blowing ratio of 0.47. 
The general features of the Stanton number distributions re­
mained similar for other free-stream velocities, blowing ratios, 
and vortex positions tested. 

In Fig. 7, spanwise distributions of Stanton number ratios 
St/St0 and Stf/St0 are shown at different downstream locations. 
St/Sto = 1 indicates an undisturbed two-dimensional thermal 
boundary layer. The St/St0 and Stt/St0 data are presented 
together so that the effects of the embedded vortex on the 
film-cooled boundary layers are readily apparent. 

From Fig. 7, it is evident that embedded vortices cause sig­
nificant changes in the surface heat transfer in film-cooled 
turbulent boundary layers. From an overall qualitative point 
of view, these changes show some similarity to those observed 
in the present study (Fig. 6) and by Eibeck and Eaton (1987) 
without film cooling. In both cases, many of the overall span-
wise variations of heat transfer can be related to the mean 
velocity field of the vortex. Near the downwash side of the 
vortex (z > - 2 cm to - 5 cm), the boundary layer is locally 
thinner, and heat transfer is augmented. Here, the protection 
provided by film cooling is minimized. The embedded vortex 
produces a thicker boundary layer near the upwash side (z < 
- 2 cm to - 5 cm), reducing the heat transfer and increasing 
the protection provided by film cooling. 

Also evident from Fig. 7 is a very steep heat transfer gradient, 
which extends along the length of the test surface. The vortex 
center approximately follows this same path, starting near z 
= - 1.5 cm at the upstream end of the test plate. The path 
of the vortex axis is skewed at an angle of several degrees from 
the plate centerline. At large z locations, high heat transfer 
regions exist near the vortex downwash, which in this case also 
extend along the entire length of the test surface. This shows 
the strong persistence of the vortices in regard to surface heat 
transfer. 

Further comparison of Figs. 7 and 6 reveals important qual­
itative differences between boundary layers with vortices only, 
and boundary layers with vortices and film cooling. For the 
former case, a St/St0 maximum exists near the downwash side 
of the vortex. If film cooling is present, this maximum will 

again be present, but a second peak may also exist in the 
downwash region for x/d > 17.5. The second peak seems to 
result from an interaction between the vortex and film cooling 
jets. At x/d = 17.5, it is located near z = 4 cm. The magnitude 
and downstream persistence of the secondary peak are de­
pendent upon the blowing ratio and relative location between 
the vortex center and cooling jets. With downstream de­
velopment, the two St/Sto peaks may merge together to form 
one large broad peak, such as the one at x/d = 33.6 in Fig. 
7, and the one at x/d = 54.6 in Fig. 9. This large peak increases 
in magnitude relative to the film-cooled boundary layer, and 
continues to grow as the layer develops to the end of the test 
plate. 

At x/d = 7.4 in Fig. 7, the vortex seems to have only a very 
small effect on the spanwise variation of St/St0. Similar be­
havior was observed by Eibeck and Eaton (1987) near the 
leading edge of their heat transfer surface. They attributed this 
behavior to a thermal boundary layer so thin that it could not 
be significantly perturbed by the vortex. In the present exper­
iment, spanwise averaged Stanton numbers at x/d = 7.4 with 
film cooling only are 53 percent of their flat plate values. Here, 
the coolant, rather than the vortex, is responsible for most of 
the spanwise variations of St/St0. The boundary layer is thick­
ened by coolant, which may also cause the vortex to be lifted 
slightly above the surface near the injection locations. 

Without film cooling, the perturbations to heat transfer 
caused by the vortex appear to be more localized than when 
film cooling is present. These differences are the result of 
interactions between film cooling jets and the vortices, espe­
cially near the upwash side. A comparison of Figs. 6 and 7 
shows that, without cooling, St/St0 less than 1 occur for z < 
- 2 to - 5 cm due to the upwash effect. However, as z becomes 
less than - 12 cm, St/St0 in Fig. 6 approach the unperturbed 
value of 1.0. In contrast, measurements from the film-cooled 
boundary layer in Fig. 7 show St/St0 lowered from vortex 
effects that extend to the left edge of the test plate. Here, the 
vortex seems locally to increase the protection provided by the 
coolant since St/St0 < Stf/St0. 

Goldstein and Chen (1985, 1987) also observed drastic al­
terations to film-cooled boundary layers by embedded vortices. 
In their study, a region totally void of coolant resulted on the 
convex surfaces of gas turbine blades near the endwalls, where 
coolant jets were swept away from the surface by passage 
vortices. As in the present study, the coolant was maintained 
on the upwash sides of the vortices. 

Effects of Spanwise Vortex Position. To study the effect of 
the spanwise location of the vortex relative to injection holes, 
the vortex position was changed to three different locations 
by moving the vortex generator. The spanwise spacing of ad­
jacent injection holes was 2.86 cm. To obtain vortex positions 
A, B, and C, the leading edge of the generator delta wing was 
positioned at z locations of 3.52 cm, 4.79 cm, and 6.06 cm, 
respectively. The generator location for position B is shown 
in Fig. 2. With vortex positions A and C, the vortex core passed 
near injection holes, whereas with position B the vortex core 
was located between two injection holes. 

Stanton number data for vortex positions A, B, and C at a 
free-stream velocity of 10 m/s and a blowing ratio m of 0.98 
are presented in Figs. 8, 9, and 10, respectively. To produce 
a blowing ratio of 0.47 for data in Fig. 7, 13 injection holes 
were employed and the coolant spanned the entire width of 
the test surface. However, this was not the case for the m = 
0.98 data, where 9 injection holes were employed to achieve 
the blowing ratio used for film cooling. As a result, injectant 
covered only the midspan of the test plate where - 12 cm < 
z < 12 cm. Consequently, Stanton numbers are larger outside 
of this range of spanwise locations. 

Comparison of Figs. 8, 9, and 10 shows that for low x/d 
values up to 17.5, a double peak in the St/St0 distributions is 
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present for all three vortex positions. At locations farther 
downstream, the shape and size of the high heat transfer region 
vary, depending on the span wise vortex position. Results for 
vortex positions A and C show much quantitative similarity, 
which is sensible since the vortices were positioned at almost 
the same locations with respect to injection locations. At x/d 
> 17.5 for vortex positions A and C, the double peak in St/ 
St0 distributions starts to grow, and the portion of the plate 
covered by high St/St0 becomes enlarged in the spanwise di­
rection. In addition, St/St0 peaks for vortex positions A and 
C are not as high as for vortex positions B. St/St0 regions on 
the upwash side of the vortex were lowest for vortex position 
B. In addition, the heat transfer gradient aligned along the 
vortex center is steeper for vortex position B, especially for x/ 
d > 54. 

A comparison may also be made between boundary layers 
with different blowing ratios but the same vortex position B. 
This is accomplished by examining Figs. 7 and 9 for m = 0.47 
and m = 0.98, respectively. When compared at a particular 
downstream location, St/St0 maxima are higher and St/St0 
minima are lower for m = 0.47. In addition, St/St0 maxima 
increase more rapidly with downstream distance at this blowing 
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Fig. 10 Local Stanton number ratios; boundary layers with film cooling, 
with and without an embedded vortex 

ratio. The rapid downstream growth of these maxima becomes 
more apparent when one considers that Stanton numbers in 
the film-cooled boundary layers are lower at m = 0.47 than 
at m = 0.98. This is particularly true for x/d = 7.4, 17.5, 
and 33.6 because of more effective film cooling at the lower 
blowing ratio. 

Figure 11 shows the (T - T„) temperature field in "Cat 
x/d = 41.9 for vortex positions A, B, and C. For these tests, 
the free-stream velocity was 10 m/s and the blowing ratio m 
was 0.98, as for results in Figs. 8-10. In addition, film-cooling 
jets were heated to 51 °C without providing any heat to the 
test plate. Thus, the temperature field shows how fluid from 
the film cooling holes is convected and distorted by the vortex, 
where higher temperatures generally indicate greater amounts 
of injectant. The most dramatic effect occurs on the upwash 
side, where coolant is lifted away from the wall. At x/d = 
41.9 injectant fluid affected by the vortex is 7.0 cm from the 
surface. Without the perturbation, the film-cooled thermal 
boundary layer is ordinarily about 4 cm thick. 

Figures 8, 9, and 10 show that St/St0 is lower than Stf/St0 
on the left side of the plate at locations that depend upon the 
downstream location and vortex position. Figure 11 shows that 
these low heat transfer regions correspond precisely with lo­
cations where injectant accumulates after being redistributed 
by the vortex. The vortex spreads injectant along the wall 
beneath the vortex center, convecting it in the direction of 
secondary flow vectors. Eventually, much of the injectant is 
relocated near the upwash side. 

Qualitatively, (7" - 7"„) results for vortex positions A and 
C are similar because the locations of vortex centers relative 
to injection holes are nearly the same. Near-wall secondary 
flows for positions A and C seem to sweep injectant in the 
spanwise direction to the upwash side more efficiently than 
for vortex position B. As a result, more injectant seems to be 
convected farther from the wall by the upwash than for vortex 
position B. The vortex downwash also perturbs the film in­
jectant more dramatically for vortex positions A and C. This 
is evident from the high St/St0 regions in Figs. 8 and 10, and 
the corresponding regions on the righthand side of Fig. 11, 
which show the near absence of injectant. 

Also featured in Fig. 11 are spanwise temperature gradients. 
One is located beneath the vortex center for all three vortex 
positions. The gradient extends about 5 cm from the wall with 
a spanwise location which changes with vortex position. A 
second set of temperature gradients is located near ? = - 12 
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boundary layer 

cm. These correspond to the spanwise edges of film-cooled 
regions. 

Summary and Conclusions 
Longitudinal vortices were found to cause significant changes 

to wall heat transfer distributions, mean temperatures, and 
mean velocities in film-cooled turbulent boundary layers. For 
all experimental conditions investigated, the film coolant was 
greatly disturbed by the vortex. In addition, the spanwise lo­
cation of the vortex with respect to film-cooling holes was 
found to be very important. For this study, blowing ratios of 
0.47 and 0.98 were employed from a single row of injection 
holes at free-stream velocities of 15 m/s and 10 m/s, respec­
tively. The circulation to free-stream velocity ratio of the vortex 
was -0.95 cm with film cooling, compared to -1.10 cm 
without film cooling. 

Some additional major conclusions are as follows: 
1 The embedded vortex caused Stanton number augmen­

tations as large as 30 percent, and reductions as much as 10 
percent. Changes from the vortex were observed to persist as 
many as 23 boundary layer thicknesses or 96 film cooling hole 
diameters downstream of injection holes. 

2 Near the downwash side of the vortex, Stanton numbers 
were augmented, vortex effects dominated flow behavior, and 
the protection from film cooling was minimized. Stanton num­

ber peaks from the downwash increased more rapidly with 
downstream distance for m = 0.47 than for m = 0.98. 

3 Near the upwash side of the vortex, coolant was pushed 
along the wall to the side of the vortex, locally increasing the 
protection from film cooling. 

4 Changing the position of the vortex with respect to the 
film cooling jets resulted in significant local quantitative 
changes in heat transfer even though the general qualitative 
trends were unchanged. When the vortex core passed film 
cooling holes above an injection location, injectant was swept 
in the spanwise direction to the upwash side more effectively 
than if the core passed between two injection locations. This 
resulted in a larger area of high heat transfer relative to the 
film-cooled boundary layer. 
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Free-Stream Turbulence From a 
Circular Wall Jet on a Flat Plate 
Heat Transfer and Boundary Layer 
Flow 
The effects of the longitudinal turbulence intensity parameter of free-stream tur­
bulence (FST) on heat transfer were studied using the aggressive flow characteristics 
of a circular tangential wall jet over a constant heat flux surface. Profile measure­
ments of velocity, temperature, integral length scale, and spectra were obtained at 
downstream locations (2 to 20 x/D) and turbulence intensities (7 to 18percent). 
The results indicated that the Stanton number (St) and friction factor (Cf) increased 
with increasing turbulence intensity. The Reynolds analogy factor (2St/Cf) increased 
up to turbulence intensities of 12 percent, then became constant, and decreased after 
15 percent. This factor was also found to be dependent on the Reynolds number 
(Rex) and plate configuration. The influence of length scale, as found by previous 
researchers, was inconclusive at the conditions tested. 

Introduction 
The influence of elevated free-stream turbulence on fluid 

dynamics and convective heat transfer has recently been rec­
ognized as a major factor in turbine blade design. Early studies 
indicated that the only effect of free-stream turbulence (FST) 
was to advance the transition Reynolds number (Rex) (White, 
1974) and increase the friction factor with no apparent changes 
in heat transfer (Kestin, 1966; Junkhan and Serovy, 1977). 
These early studies used turbulence generating devices (trip 
wires) and were based on low Rex where transitional effects 
may have been present (Simonich and Bradshaw, 1978). Studies 
by Simonich and Bradshaw (1978), Blair and.Werle (1980), 
Blair (1983), and Hancock (1980) using wind tunnel flows with 
turbulence intensities (7"„) up to 7 percent clearly demonstrated 
the increase in heat transfer associated' with the presence of 
free-stream turbulence. The Stanton number (St) and friction 
factor (Cf) increased with increasing free-stream turbulence 
intensity when the length scale was near the boundary layer 
thickness. The increased turbulence levels slightly depressed 
the wake regions of the velocity and temperature profiles, while 
the logarithmic portions of the profiles were unaffected (Blair 
and Werle, 1980; Blair, 1983). 

The flow fields of free jets and wall jets have been used in 
the more recent research to simulate the high free-stream tur­
bulence encountered in turbomachinery. In a study by Moffat 
and Maciejewski (1985) at 26 and 48 percent Tu, Stanton num­
bers in the margin of a free jet were as much as 350 percent 
above the standard zero free-stream turbulence correlation, 
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sterdam, The Netherlands, June 5-9, 1988. Manuscript received by the Inter­
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which is given by equation (1) from Kays and Crawford (1980) 

St = 0.03 Re^o-zpr-0-4 (1) 
A blade wake loss calculation of Tu due to the blade or vane 
wake yields levels of 10 to 20 percent for this source in a turbine 
engine. For this investigation a circular wall jet was used to 
establish Tu values in this range and expand the range of 
parameters of previous investigations to a range applicable to 
the turbine engine. 

Experimental Approach 
The wall jet combines the characteristics of a boundary layer 

and a free jet; thus a uniform flow field was absent in the 
vertical (y) direction. The reference point for all boundary 
layer and heat transfer measurements was defined as the height 
above the plate (Ymix) where the velocity achieved a maximum 
(t/max). From previous studies of Launder and Rodi (1981), 
MacArthur (1986), Chandrasekhara and Bandyopadhyay 
(1975), and Schlichting (1979), it was noted that when the 
velocity and temperature profiles at a given downstream lo­
cation were normalized by t/max, they collapsed into a single 
curve. Thus, given any £/max, Ta, and Tp, the friction coefficient 
and integral thickness parameters could be predicted from a 
velocity/temperature profile at a corresponding x/D. In this 
study a minimum of two independent profile sets at widely 
different jet velocities was used to determine the characteristic 
curve at each location. 

The emphasis in this study was the determination of the 
Stanton number (St) as a function of the variables (Tu, Le, 
and Re). The length scale was a linear function of distance 
downstream of the nozzle and was not intentionally varied 
during this study. Centerline Tu above the wall jet boundary 
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layer varied as a function of longitudinal distance down the
plate and was largely independent of nozzle velocity. Accord­
ingly, Tu and L e were fixed by location on the plate. The Rex
was varied by adjusting the nozzle exit jet velocity. Measure­
ments were taken over a range of Rex for three different Tu
values with and without a 1.5-m unheated starting length (USL).

Experimental Apparatus and Instrumentation
The experimental apparatus included an instrumented flat

plate test section, a traversing system for precise sensor po-·
sitioning, an 20.3-cm-dia ASME nozzle and air supply system,
and data acquisition to sample and reduce temperature and
velocity measurements. A circular wall jet was produced at the
outlet of the ASME nozzle with a contraction ratio of 16: 1.
Air was supplied to the nozzle through a 1.5-m-long horizontal
stilling chamber. The test section was located in a 12.2-m by
24.4-m area with a 7-m-high ceiling. The jet stagnation tem­
perature was monitored with an iron-constantan thermocouple
in the center of the chamber. The chamber stagnation pressure
was adjusted to establish set velocity conditions at positions
where data were obtained.

Two configurations of the flat plate test section were in­
vestigated. The first consisted of a O.61-m-wide by 3-m-long
constant heat flux surface as shown in Fig. 1. The second,
shown schematically in Fig. 2, located this heated section be­
hind a O.61-m-wide by 1.5-m-long unheated starting length
(USL). The constant heat flux was established by passing an
alternating current through the 0.038 mm stainless steel foil
that comprised the test surface. The foil was heated with an
isolated a-c power supply. The energy dissipation was calcu­
lated using the root mean square voltage drop across the plate
and the voltage across a shunt in series with the foil.

____ Nomenclature

Fig. 1 Flat plate test section in the normal configuration

The stainless steel foil covered the full length of the 3-m
table in three parallel 15.2-cm-wide strips, which were con­
nected in series. A 7.6-cm strip of formica formed each edge
of the plate. The heated section was backed with 0.3 cm of
fiberglass laminate with 10.2 cm of urethane foam insulation.
The 1.5-m USL was installed to extend the range of Reynolds
numbers at the measuring stations. Two 14-cm-high by 4.6-

D

d

E
f

PST
h

q

Re

Ru

area, m2

specific heat at constant
pressure, W-s/kg-OC
coefficient of friction
= 27p l(PmUfnaX>
inside diameter of ASME
nozzle, cm
outside diameter or dimen­
sion, cm
voltage, V
frequency, Hz
free-stream turbulence
heat transfer coefficient,
W/m2-oC
current, A
integral time scale, s
characteristic dimension, de­
fined by equation (14)
integral length scale, cm
Mach number = VIVsound

Prandtl number = It Cplk
turbulent Prandtl number,
ratio of momentum eddy
diffusivity to thermal eddy
diffusivity
heat flux per unit area, WI
m2

Reynolds number = pOxllt,
pOellt, pOti.2/ 1t
autocovariance, defined by
equation (5)

St

t
t

T+

V

[)

V'

x
y

Y+

Stanton number hi
( OpCp)

time, s
mean temperature, K, °C
nondimensional temperature,
defined by equation (3)
longitudinal turbulence in­
tensity = (V'2)0.5IVmax
total velocity component in x
direction, mls
mean velocity component in
x direction, m/s
instantaneous fluctuating
component of velocity, m/s
nondimensional velocity, de­
fined by equation (2)
friction velocity = (7p lp)0.5
configuration of test section:
unheated starting length at­
tached between nozzle and
heated section
maximum V along the y axis
at a specified location on the
plate
distance from nozzle, cm
vertical distance from plate,
cm
nondimensional distance
from plate, defined by equa­
tion (2)

Ymax distance above plate where V
is a maximum, cm

z lateral distance from wall jet
centerline, cm

ex - defined in Pig. 11
(3 defined in Pig. 11

ti.2 enthalpy thickness, cm
o conventional boundary layer

thickness, cm
01 displacement thickness, cm
e momentum thickness, cm
It dynamic viscosity, kg/m-s
v kinematic viscosity, m2/s
p density, kg1m3

7p shear stress at plate, N/m2

7 time increment, s

Subscripts

a ambient condition outside of
wall jet

m evaluated at Ymax
noz evaluated at the exit plane of

the nozzle
o evaluated at the zero FST

turbulence level
p evaluated at the plate

ref reference datum for a calcu­
lation, usually at Ymax

wj wall jet
x evaluated at a distance from

nozzle along x axis
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20.3 cm Diameter 

Fig. 2 Wall jet coordinate system 

m-long wall boards were mounted on the outside edges of the 
top surface of both sections to reduce the effect of secondary 
flows and increase the width of two-dimensional flow along 
the centerline of the jet. 

The center section of the foil was instrumented in seven 
locations with an array of 0.013-cm iron-constantan thermo­
couples. The thermocouples were welded to the underside of 
the metal foil with the wires brought out of the test section 
through small holes in the urethane insulation and supporting 
structure. Two 66° C iron-constantan reference junctions pro­
vided the thermocouple reference points. A schematic of the 
flat plate test section and thermocouple array is shown in Fig. 
3. 

The computer-controlled traverse mechanism shown 
mounted on the test section in Fig. 1 provided precise location 
of velocity and temperature sensors in the vertical direction 
0), and across the plate (z) (±0.013 cm). The entire apparatus 
could be easily moved along the plate (x) to fixed positions 
corresponding to thermocouple array locations. 

The data acquisition hardware was commanded by a com­
puter-controller. All thermocouple and anemometer voltages 
were output to an 80 channel data scanner unit and digital 
voltmeter. The anemometer output was also parallel with a 
correlator and spectrum display for autocorrelation length scale 
and power spectral density measurements. 

Data Acquisition and Reduction 

Heat Transfer Tests. Heat transfer tests were conducted both 
separately and in conjunction with profile tests. All measure­
ments were acquired along the centerline of the jet and above 
the location of the thermocouple arrays in the foil to eliminate 
uncertainty in wall temperature. The wall jet coordinate system 
is defined in Fig. 2. Prior to performing heat transfer tests, a 
velocity profile was obtained at each x/D location to determine 
the height above the surface where {/was a maximum (Ymax)-
The reference temperature (Ta) used for the heat transfer cal­
culation was obtained at Ym3x. The Ymm was chosen for two 
reasons. First, Ymm was a definable, repeatable length at any 
x/D. Second, when the wall jet temperature was equal to the 
ambient temperature, the temperature profile became asymp­
totic at Ymm. A temperature difference cannot be avoided in 
this type of test; therefore, to reduce errors associated with 
this anomaly, the jet/ambient temperature difference was 
maintained less than 1/2°C and the local plate temperature 
was maintained at least 17°C above the ambient temperature. 
The integral properties and wall shear stress inferred from the 
profiles were used to relate heat transfer results to the more 
recent correlations in the literature of Blair and Werle (1980) 
and Blair (1983). The local heat transfer coefficient was cal­
culated by measured plate power, ignoring conduction losses 
(less than 1/2 percent), and subtracting power lost from ther­
mal radiation. The radiation model used for this test was that 
of a small graybody surface enclosed in a large cavity (Siegel 
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Fig. 3 Schematic of heated section depicting thermocouple locations 

and Howell, 1981). Aside from small changes in resistance and 
thermal radiation differences along the plate, the foil was con­
sidered a good model of a constant heat flux surface. A heat 
transfer measurement was also performed at several data points 
in the vicinity of Ymax. Length scale and longitudinal turbulent 
spectral data were obtained throughout the traverse for selected 
profiles. The analytical basis for the data reduction equations 
was obtained from the current theory of turbulent flow and 
convective heat transfer as found in White (1974), Kays and 
Crawford (1980), and Schlichting (1979) for law of the wall 
coordinates. 

Law of the Wall Coordinates. The friction velocity (UT) for 
each profile was determined by iteration of a least-squares line 
through the data to the constant property two-dimensional flat 
plate law of the wall at Y+ of approximately 40 (Kays and 
Crawford, 1980) 

t/+=2.44 1n F+ + 5.0 (2) 

where U+ = U/Ur and F+ = yUr/v. 
Using this value of Urt the velocity and temperature data 

were plotted in universal (wall) coordinates. The velocity data 
were compared with equation (2) and the temperature data 
with the temperature law of the wall (Kays and Crawford, 
1980) 

T+ =2.195 In Y+ + 13.2 Pr-5.66 (3) 
where T+ = (Tp - f) p CpUT/q£ 

The shear stress at the wall was then estimated 

Cf=2 lfiT/Ul„ (4) 

Integral Quantities. The integral quantities were calculated 
on the boundary layer portion of the wall jet profiles (below 
7max). This calculation was done in order to compare the heat 
transfer data obtained in this test with other conventional two-
dimensional flat plate heat transfer data presented in integral 
format (Re,,, Re42). The integral thickness for displacement, 
momentum, and enthalpy thickness were obtained by digitizing 
and then numerically integrating the velocity and temperature 
profiles. A thermal boundary layer probe with a 0.005-cm-dia 
bead ws used for mean flow temperature profile measurements. 
During heat transfer tests, a miniature Kiel probe was used as 
a check on local velocity measurements. The velocity at Ymm, 
determined by using the anemometer, was consistently within 
1-2 percent of Kiel probe measurements. 

To account for the lack of data between the plate surface 
and the lowest point in the y axis, linear velocity and temper­
ature profiles were used to extrapolate the data through the 
laminar sublayer region to the wall. Since the nondimension-
alized profile data generated a single unique velocity and tem­
perature curve at each station, these integral thickness quantities 
could be calculated for any flow condition. The procedure 
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required: measurement of t/max, Tp, and rref at a specified 
x/D location (obtained during heat transfer tests); converting 
the characteristic nondimensional profiles (obtained during 
profile tests for the corresponding x/D location) to dimensional 
profiles; and performing the integration. 

Integral Length Scales. The correlator was used indirectly 
to calculate the integral length scale (autocorrelation length 
scale). The autocovariance was normalized by the turbulent 
variance and represented as 

Ru{T)=U(t)U(t + T)/Tn (5) 

This quantity is integrated over all time and then represents 
the integral time scale 

Ju=lZU(t)U{t+T)/WidT (6) 
In practice, a 30-60 s scale interval was used with the as­
sumption that turbulent flow rapidly becomes uncorrelated 
with increasing time and distance. Using Taylor's hypothesis 
(Hinze, 1959), the integral length scale becomes 

Lr=UJn (7) 
The correlation curves obtained in this study were digitized, 
normalized, and then numerically integrated to obtain the in­
tegral scale. 

Spectral Distributions. The velocity fluctuations were doc­
umented to determine the power distribution as a function of 
frequency. The spectrum analyzer produced the Fourier trans­
form of the autocorrelation curve to determine the energy level 
in selected frequency bands. The power spectral density dis­
tributions were obtained in dimensionless form with the di-
mensionless spectrum, Umax E(J)/ U'2 Le, as a function of the 
dimensionless wave number Lef/Umm. 

Results and Discussion 

The level of turbulence intensity Tu and the Reynolds number 
Rex were the major factors varied in the heat transfer tests. 
After examining the surface temperature distributions and gen­
eral characteristics of the wall jet flow, heat transfer and profile 
data were obtained at four x/D locations in two flat plate 
configurations over a 12 percent change of turbulence intensity. 

General Characteristics of the Wall Jet. The performance 
of various boundary layer parameters as a function of the plate 
geometry is presented in Fig. 4. The data compared well to 
previous wall jet studies (Launder and Rodi, 1981; MacArthur, 
1986; Chandrasekhara and Bandyopadhyay, 1975,) with some 
minor variations due to the wall boards. The turbulence in­
tensity was relatively insensitive to velocity changes at a fixed 
distance from the nozzle with variations of only 1 to 2 percent 
over a wide speed range (5 to 60 m/s). The apparent boundary 
layer thickness (Fmax) was largest near the nozzle, then de­
creased to about 3.8 cm at an x/D of 10, beyond which it 
increased gradually. This behavior was typical of the core 
region in a wall jet (MacArthur, 1986) and opposite to that 
found in conventional flat plate boundary layers (Kays and 
Crawford, 1980; Schlichting, 1979). 

Integral Length Scale. The integral length scale Le varied 
linearly with distance down the plate, but Le/Ym!LX was non­
linear due to the variance of Ymax down the plate. Between an 
x/D of 10 and the end of the plate was a region where Tu was 
relatively constant but Le varied. In this region the Le/Ymax 
ratio was much higher than one. 

The integral length scale appeared to remain constant 
throughout the y axis except close to the plate. In the vicinity 
of Ymax there was considerable scatter (about 20 percent). Near 
the plate the integral length scale appeared to decrease at about 
the same rate as the velocity. This characteristic was expected 
as the size and nominal distance between turbulent eddies must 
decrease when close to a physical boundary. 

The spectrum of the free-stream turbulence was measured 
at each heat transfer data point and at various locations during 
profile tests. The major portion of the energy was at low 
frequencies. The spectra for the fully developed wall jet fol­
lowed a -5 /3 power law decay at high frequencies (Hinze, 
1959). 

Heat Transfer Coefficient Distribution. The distribution of 
heat transfer coefficients on the heated surface is presented in 
Fig. 5. At stations #4 to 7, the variation of h in the z direction 
is minimal; however, it is more than 5 percent at the two 
stations closest to the nozzle. The large variations at the first 
two stations were due in part to their proximity to the edge of 
the plate, where the presence of insulation on the front side 
of the table caused uneven heating. In the normal configuration 
at station #1, the outer two thermocouple sensors were not in 
the flow region and results in higher temperatures compared 
to the rest of the plate. During this test, all heat transfer and 
profile data were obtained downstream of station #4. 

Effects of Free-Stream Turbulence on Heat Transfer. The 
relationship between Stanton number and Reynolds number 
is presented in Figs. 6 and 7. The data presented are for Tu 
within 1 percent of the indicated value in each configuration. 
The effect of increasing the level of Tu was an increase in the 
heat transfer from the plate at constant Rex. The increase in 
Stanton number from the zero free-stream turbulence (FST) 
flat plate correlation, equation (1), ranged from 17 to 78 per­
cent, as a function of Tu and configuration. The Stanton num­
bers for the 7 percent Tu data set were 2 to 11 percent higher 
than the 6 percent Tu results of Blair and Werle (1980). Within 
the scope of this investigation, the transition region was com­
pletely eliminated at the low Reynolds numbers. There was no 
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Fig. 7 The increase in heat transfer as a function of Tu and Rex 

indication of a decrease in Stanton number even with Rex less 
than 1.5 x 105. The data followed a different slope than the 
zero FST correlation and this might be caused by the decrease 
of velocity with distance down the plate. By combining the 
empirical correlations from each Tu level the data in the normal 
configuration can be represented within 5 percent as 

S t = 0 . 0 1 4 1 e x p 0 0 3 7 9 T u R e - 0 . 1 4 1 3 expO.0O5892T„pr_0.4 ( g ) 

Unheated Starting Length Configuration. The unheated 
starting length was used to increase the range of Reynolds 
numbers at the highest turbulence intensity. Also, since the Tu 

was relatively constant beyond an x/D of 10, the effects of Le 

changes on the heat transfer rate might be observed by com­
paring the results between the USL data at x/D positions of 
9.813 and 17.438. However, the results require interpretation 
in that the effects of the unheated starting length alone will 
theoretically generate approximately 6 percent difference in 
Stanton number between these two positions. This was cal­
culated based on the zero Tu intensity, constant free-stream 
velocity step heat flux integral solutions from Baxter and Rey­
nolds (1958). Accounting for the geometry of the plate the 
zero turbulence intensity step heat flux solution for x/D of 
9.813 (USL) is 
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Fig. 9 The effects of high free-stream turbulence on friction coefficient 

Stn = 0.03346 Re,r0-2Pr-0-4 (9) 

This solution predicts Stanton numbers approximately 8 per­
cent higher than the constant heat flux solution of equation 
(1). The zero Tu step heat flux solution for x/D of 17.438 
(USL) is 

Stn = 0.03156 Rev-°-2Pr-°-4 (10) 

and predicts about 2 percent difference from equation (1). 
However, comparison of the results for the two positions in­
dicated that the Stanton numbers were approximately the same 
magnitude at the same Reynolds number within the range of 
experimental error (Fig. 7). Comparison of the data indicated 
that the USL configuration caused a 10 percent increase in 
Stanton number at high Rex compared to the normal config­
uration at the same turbulence intensity, but this reduced to 
only 1-2 percent at the lowest Rex tested. The difference be­
tween the USL and normal configuration would appear to 
vanish at about an Rex of 3 x 105. These results were incon­
sistent with the trends predicted by Baxter and Reynolds (1958). 
The high turbulence combined with the variation of t/max down 
the plate apparently caused the unheated starting length to 
influence the rate of heat transfer differently as a function of 
Rex. An empirical equation that describes the data in the USL 
configuration within 5 percent is 

St = 0.0125 Rex-01003Pr-°-4 (11) 

Reynolds Analogy Factor. The Reynolds analogy factor (2St/ 
Cf) is plotted in Fig. 8. The friction factor (Cj) was inferred 
from a force fit of the velocity profiles to the law of the wall 
and is presented in Fig. 9. The friction factor appeared to 
increase in a manner similar to the Stanton number in the 
presence of free-stream turbulence; however, more profile or 
measured data are required to confirm the trends. The scatter 
in the data in Fig. 8 appeared large when plotted in this format. 
However, upon closer examination, there was an Rex effect. 
If turbulence intensity was held constant, the difference in 
slope between the St versus Rex and Cf versus Rex curves forced 
the Reynolds analogy factor to become larger at higher Rey­
nolds numbers. In addition, the USL configuration resulted 
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in a higher factor compared to continuous heating at the same 
Tu. The Reynolds analogy factor was in the same range as 
obtained by Blair and Werle (1980) at low Tu and appeared to 
increase at a slope of 1.3 and parallel to the correlation up to 
about 12 percent Tu. Between 12 and 15 percent Tu the factor 
was constant and above 15 percent it appeared to decrease. 
The significance of the Reynolds analogy factor was that it 
provided an indication of the average turbulent Prandtl num­
ber in the wall jet boundary layer (Prf' = 2St/Cf). The data 
indicated that as Tu increased the turbulent Prandtl number 
(Prt) decreased further below one. Since Prt varies through the 
boundary layer (increasing near the wall) and is significant in 
understanding the physics of the heat transfer, Prt profile 
measurements should be obtained at numerous x/D and z/D 
locations. The Reynolds analogy results should be viewed with 
caution as the factor is based on approximate calculations of 
Cj in this study. Combined skin friction and heat transfer 
measurements should also be performed to corroborate the 
data. 

Comparison With Previous Results. The data obtained in 
this study were compared to the lower turbulence results of 
Blair and Werle (1980), Blair (1983), and Simonich and Brad-
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Fig. 12 Similarity of the velocity profiles at various xlD 

shaw (1978). The one-parameter correlation of Simonich and 
Bradshaw (Fig. 10) resulted in considerable scatter. When plot­
ted against the correlation of Blair (Fig. 11), which introduced 
an effect for momentum thickness Reynolds number, the scat­
ter was only slightly reduced. The one and two-parameter 
correlations did little to aid in the prediction of heat transfer 
at the higher levels of free-stream turbulence. It must be noted, 
however, that the comparison with Blair's correlation was based 
on integral boundary layer parameters, which may not be to­
tally applicable for the wall jet due to the absence of a constant 
velocity free-stream above the wall shear layer. In addition, 
the basis of St/St0 in both figures was the zero free-stream 
turbulence correlation, equation (1), which does not account 
for velocity changes in the free stream. In essence the present 
known combinations of influencing parameters and correla­
tions developed from conventional boundary layer flow are 
not robust descriptors in the presence of high free-stream tur­
bulence generated by jets. 

Effects of Free Stream Turbulence on Profile Characteris­
tics. Mean velocity, temperature, and turbulence intensity pro­
files as a function of y/D were obtained at three locations in 
the standard plate configuration and at two locations with the 
1.5-m unheated starting length attached. 

Velocity Profiles. Dimensionless mean velocity profiles are 
presented in Fig. 12. The three different regions of wall jet 
development as depicted in Launder and Rodi (1981), Mac-
Arthur (1986), and Chandrasekhara and Bandyopdhyay (1975) 
were discernible during the test. The potential core region, 
indicated by a constant velocity region between the wake and 
boundary layer region, was clearly present at an x/D of 2.2 
and appeared to have almost disappeared by an x/D of 5. the 
transition or changeover region where the jet starts to lose the 
structure of the nozzle flow was present at an x/D of 10. At 
an x/D of 17.4 the slope of the region above YmBX was not as 
sharp and Ymax was increasing with distance—an indication 
that the fully developed region had started. The region de­
velopment was similar to that found in other wall jets (Mac-
Arthur, 1986), except that the transition to the changeover 
region occurred 1 to 2 jet diameters earlier. As shown in Fig. 
12, the dimensionless velocity profiles for each different t/max 
collapsed into one characteristic curve, which was unique at 
each x/D location. Similarity (the same characteristic curves 
between x/D locations) was not achieved in the range of x/D 
tested. However, similarity does occur in the fully developed 
region (MacArthur, 1986). 

The velocity profiles were converted to inner coordinates 

Journal of Turbomachinery JANUARY 1989, Vol. 111 /83 

Downloaded 01 Jun 2010 to 171.66.16.67. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



-I 
3 

21.) 

I l l 

IJ 

2U 

IU 

U 

21) 

IB 

a 

20 

u 

20 

10 

- I — f— f - i i i n 

y,D p.PA?. 
1u G.3-7X 

- A - Um»» 9.45 ~ ° - U»»* f,6. f, 

_i I _ J _ J _ U " i i i i i 11 i n t i i i 11 i n i—i—i i i n i 
- i — i — i n i i n 1—r—t- iT - r t i l j r ^ i ^ t ~ U J ITT 1—I—i—t •• i 11 

v& 
^ A ^ * 5 CtsT& 

l u 1 1 - 1 2 * 

rpaf,x*xoo 

% 

/>A' 

-t^J- l>i>»x 9 -9 , < - ° - U""* ' , 6 - 2 

_| l_l_l_U.I. I I 1 1 I I I I IU 1 1 1 IJJ-L1I 
- i — r - t - r r m i 1—T—T—?-f i i i i ~ p ? t - i - | - i m i 

— - " " m C>° 0 0 ° 0 0 t « « » c , 

1.2 

M ' ^ 
X/D B.0I3 
lu I5-I7.SK 

-£,- Um»x 9.6 

_.1._1_JL_IJ..1)J 

- O - Um»H 37.B 

_1_JLJ-UXU I L-LJ-JLU-L 
i t 1 1 1 1 — ~ " I - ~ l ~ l I I T I I I — — i ~ t - 7 t - f - r i i n i t f i t Tt r 

,o^=°r l 1.0° .06° 8 j i ^ D , W , " a " o 0 

"2 

—~~^ %,n c o l a q , : 

7ll 17.0* 

- O - Um.x 36.2 

1 | l_l_l.l I I I 1 i i I I " I I I 1_1_1_UJJJ 1 l—i-J-J-LU 
— i — i — T T 111i i 1 — i - i - n n i l — ^ p » - i - m n i 1 n - r r r r i 
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(C/+ versus Y+) and presented in Fig. 13. A force fit of the 
data to equation (4) was accomplished at approximately Y+ 

= 40 to calculate skin friction coefficients. The wall jet bound­
ary layer exhibited two characteristics that distinguished it from 
the flat plate boundary layer. The first, and most obvious, was 
the reversal in the wake region caused by the decrease of ve­
locity above the boundary layer. The second was a tendency 
of the log-law region to decrease in slope with increasing tur­
bulence intensity and distance down the plate. This also oc­
curred with the data of Han (1985). The profiles at 7 percent 
turbulence intensity showed that they followed the law of the 
wall out to about 600 Y+. These results were similar to the 
data of Blair and Werle (1980) at 6.4 percent turbulence in­
tensity. At an x/D of 4.8, and farther down the plate where 
the turbulence intensity was at least 10 percent, the log-law 
region was displaced below the law of the wall. This effect has 
not been observed in conventional flat plate boundary layers 
at low turbulence levels. The decrease in slope was not fully 
investigated during this study, and more data are needed to 
separate the influence of turbulence intensity and associated 
shear stress from the three-dimensional effects downstream of 
the core region. 

Temperature Profiles. Dimensionless temperature profiles 
are presented in Fig. 14. The variation in T„ did not appear 
to affect the mean profile shape significantly. The major fea­
ture was the influence of the jet temperature. If the exit jet 
temperature was different from ambient, the profile above the 
boundary layer was displaced from the vertical. 

If Twj>Ta then (Tp-T)/(Tp- Ta)< 1.0 (12) 
If Twj< Ta then (Tp-f)Z(Tp- Ta) > 1.0 (13) 
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Fig. 14 Temperature profiles at various xlD 

Temperature differences between the jet and ambient air were 
avoided to reduce heat transfer between different regions 
throughout the profile and minimize the variation of temper­
ature at Fmax with x distance. As in the velocity profiles, the 
dimensionless temperature profiles also collapsed, approxi­
mately, into one characteristic curve at each x/D location. The 
temperature profiles were not similar between x/D locations, 
but the difference in profile shape was not large. 

The law of the wall coordinates were calculated for the 
temperature profiles by using the shear velocity generated from 
the corresponding velocity profile. The results are presented 
in Fig. 15 and compared to equation (5). Despite the large 
number of experimental quantities incorporated in Y+, the 
data generally intercepted and followed the law of the wall in 
the same region as the velocity profiles (Y+ = 20 to 100), 
indicating self-consistency of the shear velocity and friction 
coefficient calculations. The temperature data and gradient 
fell below the law of the wall in a manner similar to the velocity 
profiles, and more profile data are needed to determine the 
influence of turbulence intensity, exit jet temperature, and 
three-dimensional effects. 

Turbulence Intensity Profiles. The turbulence intensity pro­
files are plotted in Fig. 16. The profile shape was primarily a 
function of distance from the nozzle. Close to the nozzle 
(x/D = 2.24) the distribution was uniform at 6 to 7 percent 
turbulence intensity in the core flow. Below the core flow in 
the wall region, Tu increased and then sharply decreased close 
to the plate. In the region above the core Tu increased up to 
approximately one nozzle diameter. Above y/D = 1 the T„ 
reversed again and then began to decrease rapidly. In the 
boundary layer region the same effects are noted at each lo­
cation. However, the core region behaved in a manner similar 
to that of the velocity profiles, so that by an x/D of 10, the 
distribution of constant turbulence intensity had completely 
disappeared. At an x/D of 17.4 the distribution of turbulence 
intensity was virtually constant throughout the y direction ex­
cept close to the wall. The turbulence intensity profiles at each 
location appeared to be slightly affected by the nozzle velocity, 
varying about 2 percent. In the boundary layer region the 
distance from the wall (Lc) where sharp changes in Tu occurred 
was plotted for each profile (Fig. 17) 

Lr = 
dl(U'i)ai/Umax]\y-™ 

dy 
(14) 

The characteristic distance Lc appeared to be a function of 
both position and velocity with Lc increasing with x/D and 
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t/max. The character of the wall jet turbulence intensity profiles 
compared well to those obtained by Han (1985). In the bound­
ary layer the shape of the profile near the wall was similar to 
that of a conventional flat plate boundary layer except that 
the intensity was much higher near the wall in the presence of 
free-stream turbulence (White, 1974). 

Conclusions 
The wall jet is useful in generating turbulence levels of 5 to 

20 percent. The wall jet heat transfer results were found to 
parallel those of wind tunnel grid-generated data even though 
there is a lack of complete simulation of the entire boundary 
layer. The near wall region demonstrates a log-law region that 
is below that of the flat plate for both velocity and temperature. 

The high turbulence levels eliminated transition effectively 
for all conditions tested. Increasing the level of turbulence 
intensity Tu resulted in substantial increases in the Stanton 
number from the two-dimensional flat plate fully turbulent 
intensity correlation. 

The addition of the unheated starting length caused an in­
crease in Stanton number compared to the normal plate con­
figuration, with the effect somewhat magnified at the higher 
Reynolds numbers and reduced at the lower Reynolds numbers 
tested. The 1.5 m unheated starting length data were required 
for a subsequent film cooling data base. The unheated length, 
for these tests, was marginal and it created an additional in­
fluencing variable on the heat transfer. 

The Reynolds analogy factor (2St/Cy) increased with tur­
bulence intensity up to a turbulence intensity of 12 percent. 
At higher intensity levels the factors leveled off and then de­
creased. The Reynolds analogy factor varied slightly with 
Reynolds number Rex and plate configuration. The friction 
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factor, inferred from log-law plots, increased in a similar man­
ner to the Stanton number with increased turbulence intensity. 

The effect of integral length scale could not be concluded 
from this study. The one and two-parameter correlations rec­
ommended from previous wind tunnel studies failed to predict 
the heat transfer rate for the wall jet adequately. A larger 
independent variation in length scale at the high turbulence 
conditions is required to ascertain its role. 
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The Effects of Turbulence and 
Stator/Rotor Interactions on 
Turbine Heat Transfer: Part I— 
Design Operating Conditions 
A combined experimental and analytical program was conducted to examine the 
effects of inlet turbulence, stator-rotor axial spacing, and relative circumferential 
spacing of first and second stators on turbine airfoil heat transfer. The experimental 
portion of the study was conducted in a large-scale {approximately 5x engine), 
ambient temperature, stage-and-a half rotating turbine model. The data indicate 
that while turbine inlet turbulence can have a very strong impact on the first stator 
heat transfer, its impact in downstream rows is minimal. The effects on heat transfer 
produced by relatively large changes in stator/rotor spacing or by changing the 
relative row-to-row circumferential positions of stators were very small. Analytical 
results consist of airfoil heat transfer distributions computed with a finite-difference 
boundary layer code. Data obtained in this same model for various Reynolds numbers 
and rotor incidence angles are presented in a companion paper {Part II). 

Introduction 
The accurate prediction of gas turbine airfoil convective heat 

load distributions is recognized throughout the industry to be 
an exceedingly difficult yet important problem. A wide variety 
of factors are known to contribute to the complexity of airfoil 
passage flows and heat transfer, e.g., high levels of turbulence 
and unsteadiness, extreme accelerations and decelerations in 
the boundary layers, velocities ranging from low subsonic to 
supersonic, strong secondary flows produced by the typically 
high-turning, low-aspect-ratio airfoils, nonuniform time-mean 
total pressure and temperature distributions, strong surface 
curvature, film coolant/boundary layer interactions, rota­
tional effects, airfoil row interactions (rotor/stator and stator/ 
stator), local flow separations, and shock-boundary layer in­
teractions. The difficulties of incorporating this formidable 
list of effects into design systems have been compounded by 
an ever-widening gap between turbine inlet flow temperatures 
and allowable airfoil metal temperatures. 

The gas turbine community has expended a great deal of 
effort to develop analytical tools for airfoil boundary layer 
computation, and in particular, for heat transfer predictions. 
In order of increasing mathematical complexity these tools 
include: (1) correlations corrected for design-specific velocity 
distributions, curvature, turbulence, etc., (2) finite-difference 
and integral boundary layer computation schemes using ve­
locity distributions computed from airfoil row potential flow 
codes, and finally (3) three-dimensional Navier-Stokes flow 

Contributed by the International Gas Turbine Institute and presented at the 
33rd International Gas Turbine and Aeroengine Congress and Exhibition, Am­
sterdam, The Netherlands, June 5-9, 1988. Manuscript received by the Inter­
national Gas Turbine Institute September 15, 1987. Paper No 88-GT-125. 

field solutions. A variety of empirically adjusted analytical 
turbulence and transition models have been incorporated into 
these computation schemes. 

Instrumentation and testing techniques are not currently 
available for the direct documentation of either the surface 
heat transfer distributions or the unsteady velocity and tem­
perature fields in the extremely hostile environment of oper­
ating gas turbines. For this reason the assessment of the relative 
merits of the predictive techniques has relied on comparisons 
with experimental data gathered in cascades and turbine-sim­
ulation models. Each of these experimental approaches has 
been designed to examine the isolated impact on the heat trans­
fer of certain specific effects. Excellent reviews of the best 
available existing published data along with comparisons to 
the state-of-the-art predictive schemes are given by Han et al. 
(1982), Hylton et al. (1983), and Rae et al. (1986). 

As might be expected for any collection of experiments cov­
ering such a large number of complex variables, there are 
numerous apparent discrepancies between the various data 
sets. Because different experimental techniques were employed 
by the various investigators and since the thoroughness of the 
flow field documentation varied widely, there presently exists 
considerable uncertainty as to the role and importance of some 
of the factors believed to affect turbine heat transfer. For 
example, the data of Lokay and Trushin (1970) indicate that 
rotation may strongly increase airfoil heat transfer levels rais­
ing a question as to the validity of using cascade data for the 
design of a rotating airfoil row. Other examples are the un­
certainties regarding the roles of periodic unsteadiness (due to 
rotor and stator wake chopping and potential flow field in­
teractions) and broad-band turbulence on airfoil heat transfer. 
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Fig. 1 Large-scale rotating rig geometry and velocity triangles 

The present experiment was specifically designed to examine 
the combined effects of broad-band (grid generated) turbulence 
and airfoil interactions (periodic unsteadiness) on a rotating 
turbine model. These tests were conducted in a low-speed, 
large-scale turbine model making possible the accurate doc­
umentation of the mean and fluctuating flow fields at both 
the inlet of the turbine and downstream of each airfoil row. 
Data were obtained for three airfoil rows, a first stator, first 
rotor, and a second stator. The present paper (Part I) contains 
data obtained at the turbine model design rotor incidence for 
various combinations of low or high inlet turbulence intensity, 
first-stator/rotor axial spacing, and relative circumferential 
position of the first and second stators. Part II of the paper 
presents heat transfer data obtained for various combinations 
of Reynolds number and inlet turbulence and for a very wide 
range of rotor incidence. 

A comprehensive report of the experiment is given by Dring 
et al. (1986a). This report contains detailed descriptions of the 
experimental apparatus, instrumentation, and techniques em­
ployed. In addition Dring et al. (1986b, 1986c, 1986d) present 
the tabulated heat transfer and aerodynamic data. 

Experimental Apparatus 
1 Turbine Model. All experimental work for this program 

TEST 

SINGLE STAGE HEAT TRANSFER 

SINGLE STAGE HEAT TRANSFER 
1 1/2 STAGE HEAT TRANSFER 

1 1/2 STAGE AERODYNAMICS 

NOMINAL S1/R1 
AXIAL GAP 

15% 

65% 
65% 

50% 

(In.) 
0.92 
3.99 
3.99 
3.07 

dX 1 

(m) 

0.023 

0.101 
0.101 
0.078 

4X2 

(in.) (m) 

3.36 0.085 
4.31 0.110 

Table 2 Airfoil midspan geometry and nominal Reynolds numbers 

AIRFOIL 

PITCH/Bx 
SPAN/Bx 

CAMBER LINE ANGLES 

LEADING EDGE 
TRAILING EDGE 
R e n o m x 1 0 ~ 5 

STATOR 1 

1.30 

1.01 

90.0° 

21.4° 
6.4 

ROTOR 

0.96 
0.95 

42.2° 

26.0° 
5.8 

STATOR 2 

0.94 
0.93 

45.7° 

25.0° 
5.9 

was conducted in the United Technologies Research Center 
Large-Scale Rotating Rig (LSRR). This test facility was de­
signed for conducting detailed experimental investigations of 
the flow around turbine and compressor blading. For the pres­
ent program the turbine test section (Fig. 1) was assembled in 
both single-stage (stator 1/rotor) and 11/2 stage (stator 1/ 
rotor/stator 2) configurations with various axial spaces be­
tween adjacent rows. Table 1 lists the various geometric com­
binations for which data were obtained. The turbine model 
simulates a relatively heavily loaded machine with a hub/tip 
radius ratio of 0.8. The midspan geometry and nominal Rey­
nolds numbers of the three airfoils are listed in Table 2. When 
operating at design conditions the turbine has a flow coefficient 
(Cx/Um) of 0.78, a rotor relative inlet flow angle at midspan 
of 40 deg, a stage loading coefficient of 2.8, and 34 percent 
static pressure reaction. The axial spacing between the first 
stator and the rotor was varied from 15 to 65 percent Bx (typical 
engine spacing is 25 to 50 percent Bx). In the stage and a half 
configuration the axial spacing between the rotor and the sec­
ond stator was 63 percent Bx. The rotor tip clearance was 0.090 
in. or 1.5 percent span, which is typical of engine design. 

2 Turbulence Generating Grid. For selected test cases, high 
levels of broad-band turbulence were generated upstream of 
the turbine inlet (Fig. 1). The turbulence generator, designed 
using the correlations of Baines and Peterson (1951), consisted 
of a nearly square array biplane lattice of three rings spaced 
uniformly in the radial direction with 80 evenly spaced radial 
bars. Both the rings and radial bars were of 1/2 in. square 
cross section. The mean spacing of the bar was 2.1 in. radially 
and 4.5 deg (2.1 in. at midannulus) circumferentially. The grid 
was located 15 in. upstream of the first stator leading edge. 

3 Airfoil Heat Transfer Measurements. Heat transfer meas­
urements were obtained in this study using extremely low 

Nomenclature 

Bx 
C 

CP 
Cx 

f 
L 
P 

PT 
Re 

airfoil axial chord 
absolute velocity 
pressure coefficient 
axial flow velocity 
frequency, Hz 
fraction of a stator pitch 
static pressure 
total pressure 
Reynolds number based on 
axial chord and exit flow 
conditions 

Re, = Reynolds number based on 
momentum thickness 

S = surface arc length 
Tu = turbulence intensity 
U = rotor velocity at midspan 
U = mean streamwise velocity 

U'2(f) = velocity fluctuations 
(squared) per Hertz 

W = relative velocity 
X = axial distance from the sta­

tor 1 leading edge 
a = absolute yaw flow angle 

(3 = relative yaw flow angle 
AXt = axial spacing between stator 

1-rotor 
AX2 = axial spacing between ro-

tor-stator 2 
Ay = longitudinal integral length 

scale 

Subscripts 
1 = stator 1 inlet station 
2 = stator 1 exit station 
3 = rotor 2 exit station 
4 = stator 2 exit station 
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X — inches 

Fig. 2 Instrumentation diagram for the first-stage rotor 

conductivity rigid urethane foam castings of the airfoils. A 
uniform heat flux was generated on the surface of each of the 
foam airfoils using an electrically heated 0.001-in.-thick stain­
less steel foil strip bonded to the airfoil surface. The foil heater 
strip on each airfoil was 3.5 in. wide and passed around the 
entire airfoil surface (see Dring et al., 1986a, for details). Local 
heat transfer coefficients around the airfoils were determined 
using miniature thermocouples to measure the temperature 
difference between the heated metal skin and the free stream. 
Slight corrections to the uniform-convective-heat-flux condi­
tion resulting from surface radiation, heat conduction through 
the foam, and local variations in strip resistance produced by 
local metal temperature differences were included in the data 
reduction procedures. Standard error analysis techniques (see 
Graziani et al., 1980) indicate that the final heat transfer co­
efficients were accurate to within ±4 percent. The important 
advantage of using these construction materials and instru­
mentation techniques is that they permit extremely accurate 
heat transfer data to be obtained even in regions of strong 
spatial gradients (e.g., due to a separation bubble). Examples 
of other applications of these techniques can be found in Blair 
(1983, 1985). 

The thermocouple heat transfer instrumentation on the test 
airfoils consisted primarily of midspan rows with limited num­
bers of off-midspan sites for measurement of spanwise gra­
dients. Because of the thermocouple installation techniques it 
was practical to instrument one surface (suction or pressure) 
of a given test airfoil and the opposite surface of a "twin" 
airfoil. Both of the "twin" airfoils, however, were densely 
instrumented near their leading edges in order that the extreme 
variations in that region could be accurately documented. A 
sample airfoil instrumentation pattern is presented in Fig. 2. 
This figure shows a composite of the instrumentation installed 
in the two "twin" rotor airfoils and indicates the extreme 
density of the thermocouple arrays provided in the leading 
edge regions. There was an average of 96 thermocouple sites 
around each of the three airfoils. 

The locations of all heat transfer data presented in this report 
are given in terms of a distance along the respective airfoil 
surface(s) as measured from a reference (s = 0) location. To 
achieve high experimental location accuracy the s = 0 location 
for each airfoil was determined using a geometric criterion 
instead of the location of the aerodynamic stagnation point. 
This geometric "zero" was defined as the point on the leading 
edge, at midspan, tangent to a straight line, which was also 
tangent to the trailing edge radius. This definition is illustrated 
for the rotor airfoil in Fig. 2. 

The thermocouple instrumentation system used for this study 

consisted of a low-noise, multiwiper Wendon slip ring, Kaye 
Instruments Uniform Temperature Reference Blocks, a Kaye 
Instruments Ice Point Reference, and a Hewlett-Packard 
3497A/3498A data acquisition unit. Reduction of the data was 
accomplished using an LSI 11/03 minicomputer. 

4 Flowpath Steady Aerodynamic Instrumentation. Airfoil 
midspan pressure distributions and hub and casing flow path 
static pressure distributions were obtained for all three airfoil 
rows with and without the turbulence generating grid installed. 
In addition, surveys of the inlet flow total pressure were ob­
tained 23 percent Bx upstream of the first stator leading edge. 
These total pressure surveys, together with hub and outer cas­
ing flowpath static pressures measured upstream of the first 
stator leading edge plane, provided the mass flow for the tur­
bine model and hence the turbine flow coefficient Cx/Um. 

Five-hole, yaw-nulled pneumatic probe traverse measure­
ments were also obtained downstream of each of the three 
airfoil rows. These measurements include midspan circumfer­
ential traverses of the total and static pressures and the flow 
yaw and pitch angles. The axial gap separating the first-stage 
rotor and stator during this testing was 50 percent of the rotor 
axial chord. These measurements define the inlet and exit aer­
odynamic conditions for each airfoil row. 

5 High-Response Aerodynamic Measurements. Turbu­
lence intensity, length scale, and spectral distribution meas­
urements of the streamwise component of the fluctuating 
velocity were obtained both at and just upstream of the first 
stator leading edge (Stator 1, Fig. 1). Data were obtained over 
a 4 pitchwise by 12 spanwise array 23 percent chord upstream 
of the turbine first stator leading edge and for a single spanwise 
survey at 50 percent pitch at the first stator leading edge plane. 
All of these measurements were obtained using a TSI Model 
1210-20 cylindrical hot film probe, a TSI Model 1050 Constant 
Temperature Anemometer, and a TSI Model 1052 4th order 
polynomial linearizer. Autocorrelations of the linearized hot-
film signals were generated using a Saicor Model SAI-42 Cor­
relator and Probability Analyzer. Spectral distributions were 
determined using a Spectral Dynamics Model SD 340 MICRO 
FFT narrow band analyzer. 

Interrow velocity traverse measurements were acquired at 
midspan downstream of each airfoil row. These traverses were 
obtained at Stator 2, 3, and 4 in Fig. 1 at the same axial 
locations at which the five-hole pneumatic probe traverse data 
were acquired. These measurements were made with a (TSI) 
Model 1211-20 radially oriented temperature compensated hot-
film probe. The interrow data were acquired using a high­
speed, phase-locked, multichannel analog/digital system. At 
each stationary frame circumferential traverse location (typi­
cally 60 per traverse), high response data were acquired at 300 
rotor positions over three consecutive rotor pitches. One hun­
dred sets of high response (instantaneous) data (300 per rev­
olution for 100 revolutions) were acquired and digitized at 
each traverse location and recorded on magnetic tape for de­
tailed off-line analysis. 

Test Conditions 
1 Steady Aerodynamics. The aerodynamic performance of 

this turbine model has been thoroughly documented in earlier 
publications (e.g., see Dring et al., 1982). Measurements ob­
tained during the present tests indicated that all parameters 
were very close to the prior results. As an example the midspan 
pressure distributions for the first stator, rotor, and second 
stator are shown in Fig. 3. The measured data are represented 
by the symbols and the results of a two-dimensional potential 
flow calculation (Caspar et al., 1980) are given by the curves. 
The parameters required as input to the calculation and for 
defining the pressure coefficients (CP) for each airfoil row 

Journal of Turbomachinery JANUARY 1989, Vol. 111/89 

Downloaded 01 Jun 2010 to 171.66.16.67. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



SECOND STATOR 

' o 0.2 0.4 0.6 0.8 1.0 
X/Bx 

Fig. 3 Airfoil pressure distributions, Cx/l/m = 0.78 

were: (1) the streamtube contraction and loss estimated from 
an axisymmetric throughflow calculation, (2) the airfoil inlet 
total pressure as deduced from the measured airfoil pressure 
surface static pressure, and (3) the airfoil exit static pressure 
calculated by assuming a free vortex distribution between the 
measured hub and casing static pressures. The airfoil inlet and 
exit flow angles were varied to obtain the best agreement of 
the calculation with the measured airfoil surface pressure dis­
tributions. As seen in Fig. 3, agreement between the two-
dimensional potential flow calculation and the measured pres­
sures at midspan is excellent. Surface velocity distributions 
computed with this potential flow analysis were used as input 
to the boundary layer calculations presented later in this report. 

The flow at midspan on the first stator was well behaved. 
On the pressure surface, the flow accelerated smoothly from 
the leading edge to the trailing edge. On the suction surface, 
there was an overspeed near the leading edge followed by an 
acceleration to the throat. From the throat, the flow decel­
erated smoothly to the trailing edge without separating. Flow 

90/Vol.111,JANUARY1989 

Table 3 Airfoil inlet and exit flow angles (from tangential) from the five-
hole probe traverse data (5 hp) and as inferred from the potential flow 
analysis (PFA) 

AIRFOIL 

INLET PFA 
5HP 

EXIT PFA 
5HP 

STATOR #1 

90.0° 

— 

22.5° 
22.4° 

ROTOR 

41.0° 
40.6° 

25.25° 
31.7° 

STATOR #2 

62.0° 
64.0° 

26.0° 
23.7° 

visualization studies conducted previously on this airfoil showed 
the flow on both the suction and pressure surfaces to be nearly 
two-dimensional and free of any regions of local separation. 

On the rotor there was a slight overspeed in the flow near 
the leading edge on both the pressure and suction surfaces. 
The absence of midspan boundary layer separation on both 
the pressure and suction surfaces has been demonstrated pre­
viously by extensive flow visualization (Dring et al., 1982). 

Pressure distributions were obtained on the second stator 
with a first stator/rotor axial spacing of 50 percent. Overall, 
the match between the potential flow calculation and the meas­
ured results was good except in the region aft of the throat on 
the suction surface. On the pressure surface there was a very 
pronounced overspeed in the flow near the leading edge. The 
free-vortex static pressures calculated at midspan from the 
measured hub and casing static pressures agreed very well with 
circumferentially averaged five-hole pneumatic probe results 
downstream of each airfoil row. 

Documentation of the time-mean velocity distributions at 
the inlet to the turbine model was accomplished using the 
previously described hot-film anemometer system. The re­
sulting mean velocity distributions were spanwise uniform (over 
the central 80 percent of the span) for both the grid-out con­
figuration and with the grid-in indicating that the grid blockage 
was very evenly distributed, radially. At this station (X/Bx = 
- 0.23) both the measured data and a potential flow prediction 
indicate that a ± 10 percent pitchwise variation of the mean 
flow field was induced by the first stator row. The measured 
results were in excellent agreement with the potential flow 
prediction. The potential flow prediction also indicated that 
this upstream influence did not extend very far upstream of 
the stator leading edge station. For example, at X/Bx = — 0.8 
the pitchwise variation in mean velocity was predicted to be 
less than ± 1 percent. 

A comparison of the inlet and exit angles determined from 
the five-hole probe traverse with those inferred from the po­
tential flow calculations is shown in Table 3. Overall, the flow 
yaw angles deduced from the two-dimensional potential flow 
calculations are in good agreement with the circumferentially 
averaged traverse measurements. The exception occurs at the 
rotor exit, where the yaw angle obtained from the traverse is 
nearly 6 deg greater than that deduced from the potential flow 
calculation. This underturning indicated by the traverse data 
is due to the fact that the traverse was conducted nearly 36 
percent of axial chord downstream of the rotor trailing edge 
plane where the two counterrotating rotor passage vortices do 
in fact result in an underturning of the flow (Joslyn and Dring, 
1983). This three-dimensional flow mechanism appears to have 
only had a very weak impact on the rotor midspan pressure 
distribution since it is in such good agreement with the two-
dimensional calculation. 

2 Unsteady Velocity Measurements 
Turbulence Measurements at the Turbine Model Inlet. Sur­

veys of the turbine inlet turbulence intensity, scale, and spectral 
distributions were obtained at Stator 1 (Fig. 1), at X/Bx = 
-0.23 both with and without the turbulence-generating grid 
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Fig. 4 The rms level of the streamwise component of turbulence at XI 
Bx = 0.23 

installed. Spanwise distributions of the turbulence intensity are 
presented for the grid-out case in Fig. 4(a) and with the grid-
in in Fig. 4(h). Note that the velocity fluctuations are nor­
malized by local-mean (±10 percent pitch wise variation) ve­
locity in Fig. 4(a) and by the mean-passage velocity in Fig. 
4(b), the respective denominators being chosen to collapse that 
group of data best. That the low-turbulence (grid-out) inten­
sities agreed when nondimensionalized on local velocity while 
the high-turbulence (grid-in) intensities agreed when based on 
mean passage velocity is a consequence of the radically dif­
ferent wavenumber distributions for the two disturbance spec­
tra. The grid-generated turbulence had practically all its energy 
in eddies close to the size of the grid bars while most of the 
energy for the grid-out natural turbulence was in the very low-
wavenumber range. This very long-wavelength natural tur­
bulence is an inherent consequence of the fact that the facility 
draws air from the outside with huge scale (>100') atmos­
pheric fluctuations. The difference, then, between the grid-in 
and grid-out conditions is that while the grid-generated tur­
bulent eddies are small relative to the stator pitch the important 
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Fig. 5 Spectral distribution of the unfiltered hot-film signal at XIBX = 
-0.23 for the no-grid configuration 

eddy scale of the natural turbulence is immense compared to 
these same dimensions. The relatively uniform grid-generated 
velocity fluctuations translate to a uniform turbulence intensity 
based on a single mean passage velocity. The huge-scale portion 
of the natural turbulence, on the other hand, appears as an 
unsteady flow field to the entire stator row. The entire potential 
flow fluctuates with the unsteadiness and hence turbulence 
intensities based on local mean velocities collapse to a single 
distribution. 

A comparison of the present grid-in turbulence results with 
the classic biplane grid study of Baines and Peterson (1951) 
indicated excellent agreement. 

A sample unfiltered spectral distribution (0 to 500 Hz) of 
the turbulence measured for the low-turbulence (grid-out) case 
is presented in Fig. 5. This figure shows that the hot-film signal 
contained a number of narrow bands, labeled A through I, 
with very strong contributions to the total power spectrum. 
Identification of the probable sources of each of these narrow 
bands was accomplished by process of elimination. The turbine 
model was operated at a number of rotation speeds to deter­
mine which spikes were contributed by the model itself and 
which originated from other sources. All the remaining non-
turbine-model bands were identified from known disturbance 
frequencies (e.g., the main blower blade passing frequency) or 
as predictable acoustic resonance lengths in the test facility. 
The specific frequency and probable source of each of the 
narrow bands is listed in Fig. 5. These' 'spikes" in the unfiltered 
signal almost certainly do not result from velocity fluctuations 
(turbulence) in the flow but are either the result of the probe 
shaking relative to the flow (A, Fig. 5) or acoustic waves in 
the flowpath. These acoustic contributions to the signal (ap­
proximately 30 percent of the total signal) must be subtracted 
to determine the turbulence level. It should be mentioned that 
the possibility was explored that band F was not an acoustic 
disturbance but was indeed a periodic velocity fluctuation in­
duced upstream of the rotor. This possibility was discounted 
because a potential flowfield computation indicated that at the 
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Fig. 6 Power spectral density distributions at various pitch, span, and 
axial locations with the turbulence grid in 

hot-film sensor location the velocity fluctuations produced by 
the passing rotor blades would have been less than 1/10 percent 
of the mean velocity. The turbulence intensity data of Fig. 4(a) 
represent the streamwise component of the turbulence com­
puted by subtracting bands A through I (Fig. 5) from the total 
local signal. As shown in Fig. 4, in the midspan region the 
turbulence intensity was slightly greater than 1/2 percent with 
much higher levels in the endwall boundary layers (as high as 
10 percent near the case). 

The power spectral density distributions measured at five 
locations near the first stator leading edge with the grid-in are 
presented in Fig. 6. Also given in Fig. 6 are the local values 
of the mean and turbulent velocities and the measured local 
integral scale. As can be seen from an examination of Fig. 6, 
the spectral distributions at all five locations were in excellent 
agreement with the von Karman theoretical spectrum for one-
dimensional isotropic turbulence. 

Measurements of the local integral scale were obtained at 
20 locations. These results indicated that the streamwise in­
tegral scale was relatively uniform with a mean value of A = 
0.80 in. and a standard deviation for the 20 samples of a = 
0.09 in. 

The conclusions that have been reached from an examination 
of Figs. 4(b) and 6 are that in the midspan region: (1) The 
grid-generated turbulence was relatively uniform with a mean 
value of U'/U = 9.8 percent at Plane 1, X/Bx = -0.23, (2) 
the performance of the turbulence-generating grid was in ex­
cellent agreement with the performance of similar biplane grids, 
and (3) the spectral distribution of the grid-generated turbu­
lence was in excellent agreement with the von Karman spec­
trum, a result typical of fully developed grid-generated 
turbulence. 

Experimental Results 
The distributions of heat transfer along the airfoil surfaces 

are presented as Stanton numbers based upon the exit velocity 
and density for each airfoil. The Stanton numbers are plotted 
as a function of surface distance from the reference location 

(Fig. 2) nondimensionalized by the axial chord. On each figure 
the location of the airfoil trailing edge is indicated by TE. 

Midspan heat transfer distributions for all three airfoil rows 
of the model are presented in Fig. l(a, b, and c). For this case 
the stator 1/rotor and rotor/stator 2 spacings were 65 percent 
and 63 percent Bx, respectively. Data are presented for test 
cases with and without the upstream turbulence grid. 

For each of the three figures the experimental data are com­
pared to heat transfer distributions predicted by a two-dimen­
sional finite difference boundary layer code (Carter et al., 1982; 
Edwards et al., 1981). For Figs. 1(a) and 1(b) predictions for 
both fully laminar (L) flow and fully turbulent (T) flow are 
included. The fully turbulent calculations employed the tur­
bulence model of Cebeci-Smith (1979). Only the fully turbulent 
(T) prediction was presented for Fig. 7(c). Each of these finite-
difference boundary layer computations employed the respec­
tive computed airfoil velocity distribution of Fig. 3 as input. 

For the first stator (Fig. la) the two-dimensional prediction 
provided an excellent description of the heat transfer distri­
bution measured with low inlet turbulence (grid-out). For nearly 
the entire pressure surface and for the upstream half of the 
suction surface the agreement between the heat transfer data 
and the laminar prediction was excellent. At S/Bx ~ 1 the data 
indicate that the suction surface boundary layer passed through 
transition downstream of which the heat transfer slightly ex­
ceeded the level predicted for fully turbulent flow. This local 
post-transition "overshoot" of the heat transfer level was 
probably a result of the low local boundary layer momentum 
thickness Reynolds number (Re,). The predicted growth rate 
of the laminar portion of the suction surface boundary layer 
was considerably lower than the predicted growth rate of the 
fully turbulent portion. At S/Bx = 0.9 the laminar boundary 
layer calculation predicted Re, = 490 while the fully turbulent 
computation predicted Re, = 1510. For this reason at S/Bx 
~ 1, where the boundary layer actually passed through tran­
sition, the test boundary layer Re, was considerably smaller 
than that predicted for fully turbulent flow. The local measured 
heat transfer then locally exceeded the predicted fully turbulent 
value. Downstream of the "overshoot" the rapid growth rate 
of the post-transitional boundary layer brought the measured 
heat transfer into close agreement with the fully turbulent 
prediction. 

The data of Fig. 7(a) indicate that the impact of the high 
inlet turbulence (grid-in) on the first stator distribution was 
dramatic, with significant increases of heat transfer on the 
leading edge and along both the suction and pressure surfaces. 
On the suction surface the increased turbulence moved the 
location of transition well upstream from S/Bx « 1.0 to S/Bx 
« 0.3. For this high level of turbulence, then, transition oc­
curred in a region of accelerating flow instead of near the 
minimum pressure point. Another effect of the turbulence on 
the first stator suction surface distribution was to produce 
considerably (~ 15 to 20 percent) enhanced heat transfer in 
the fully turbulent portion of the flow. The observed per­
centage increase in heat transfer is in quite good agreement 
with the free-stream turbulence enhancement results of Blair 
(1983) assuming that the aft-region turbulence intensity was 
reduced in proportion to the increasing velocity (t/exit/[/iniet = 
2.73, Tuexit ~ 3.5 percent). 

The effect of the higher turbulence level was also very evident 
along the first stator pressure surface. For the low turbulence 
case the heat transfer was essentially laminar while with high 
turbulence the measured heat transfer was as much as 60 per­
cent greater than the two-dimensional fully turbulent predic­
tion. The enhanced pressure surface heat transfer noted here 
was observed for a number of the Part I test cases. The phe­
nomenon will be discussed more fully in Part II. 

In contrast to the accuracy of the two-dimensional boundary 
layer predictions for the first stator, the comparisons between 
the predictions and the low inlet turbulence data for the rotor 
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(Fig. lb) showed considerably greater disagreement. The rotor 
airfoils, of course, were exposed to a much more disturbed 
flow than the first stator, since they were passing through the 
wakes generated by the first stators (see Dring et al., 1982). As 
can be seen from an examination of Fig. 7(b), the measured 
low inlet turbulence (grid-out) heat transfer distribution in­
dicates that the only region of laminar flow on the entire rotor 
was in the immediate vicinity of the stagnation region. On the 
suction surface there appears to be about 1/3 of a chord of 
transitional flow followed by fully turbulent two-dimensional 
heat transfer. On the pressure surface the measured heat trans­
fer rates exceeded the two-dimensional fully turbulent level by 
as much as 50 percent. 

On the rotor the effects produced by increasing the inlet 
turbulence (grid-in) were much less dramatic than for the first 

stator. A much smaller change to the heat transfer resulted 
for the rotor because even with the low inlet turbulence (grid-
out) the rotor flow is highly disturbed by the first stator wakes. 
The incremental change in the unsteadiness level produced by 
installing the grid was much less for the rotor than for the first 
stator. On the rotor suction surface, transition appears to have 
moved upstream to S/Bx ~ 0.2 with the grid-in. 

Figure 7(c) indicates that for the second stator the two-
dimensional analysis had little relationship to the measured 
results and that the impact of the inlet turbulence was negli­
gible. This result was probably a consequence of the intense 
turbulence, unsteadiness, and secondary flows generated by 
the rotor. Note that for both the pressure and suction surfaces 
the measured heat transfer rates were well in excess of the 
predicted fully turbulent levels. 

The important observation to be made from Fig. 7 is that 
there was a progressive and significant increase in the com­
plexity of the flow as it proceeded through the turbine. At the 
first stator the measured heat transfer distribution was very 
well described by two-dimensional laminar (grid-out) or tur­
bulent (grid-in) boundary layer predictions. These predictions 
worked reasonably well for the leading edge region and suction 
surface of the rotor but quite poorly for the rotor pressure 
surface and for both surfaces of the second stator. Secondary 
flows, unsteadiness, and turbulence generated at each succes­
sive airfoil row appear to have made the flow less and less well 
described by a two-dimensional boundary layer analysis. 

Probably the most striking feature of the second stator heat 
transfer distributions, for both the grid-in and grid-out cases, 
is the very high values of Stanton number relative to the two-
dimensional turbulent boundary layer prediction. On the pres­
sure surface the heat transfer data are 50-100 percent above 
the prediction. This result is in general agreement with the first 
stator (grid-in) and rotor pressure surface measurements. On 
the suction surface, however, the second vane heat transfer is 
entirely different from the first stage results. Not only are the 
suction surface heat transfer data well in excess of the two-
dimensional prediction, but the data and theory are diverging 
with increasing distance. It appears that by the second stator 
the flow field has become so contaminated by secondary flow 
that a two-dimensional prediction is inappropriate. 

The effects on airfoil heat transfer produced by changing 
stator-rotor spacing were examined in the present study using 
two model configurations. The test configurations consisted 
of stator 1/rotor axial separations of 15 and 65 percent Bx. 
Heat transfer distributions were measured on both the first 
stator and the rotor for both spacings with and without the 
upstream grid. An examination of these results revealed that, 
at least for this turbine model, even this relatively large change 
in axial spacing did not significantly change either the stator 
or the rotor heat transfer distributions. This result is in conflict 
with data published by Dring et al. (1980), which were meas­
ured in an earlier study in this same facility. These earlier data 
indicated that changing the axial separation had produced a 
significant difference in the stator heat transfer. Since these 
earlier data were obtained using a considerably less accurate 
thermocouple monitoring system than used for the present 
experiment and since greater care was taken to insure inlet 
temperature uniformity, the present results are considered to 
be far more reliable. The conclusion drawn from this test, 
then, is that changes to the stator-rotor axial spacing with or 
without the turbulence generating grid produced negligible ef­
fects on the heat transfer distributions on either the stator or 
the rotor. 

The flow field entering the second stator row fluctuates 
temporally at the rotor airfoil passing frequency. The wakes 
generated by the first stator remain sufficiently coherent while 
passing through the rotor, such that a circumferential variation 
with the pitch of the first stator is present in the second stator 
inlet flow field (Sharma et al., 1985). For this reason, the 
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Fig. 8 Effects of relative circumferential positions of the first and sec­
ond stators on the second stator heat transfer 

possibility that the second stator heat transfer was dependent 
upon its circumferential location relative to the first stator was 
examined as part of this program. The second stator heat 
transfer was determined with the first stator located at five 
circumferential positions. The first stator row was indexed in 
five increments of 25 percent pitch so that the first and last 
locations were geometrically similar. The heat transfer distri­
butions measured for the five index locations with the inlet 
turbulence grid-out are given in Fig. 8. The value (L) given 
for each data set indicates the stator 1/stator 2 relative cir­
cumferential position in fractions of a pitch. 

The effects associated with stator 1/stator 2 relative location 
were minor. The suction surface data obtained at L = 0.0, 
0.25, 0.50, and 1.0 were in good agreement, with only the data 
at L = 0.75 falling about 10 percent below the other four sets. 
On the pressure surface the data for all five index locations 
were virtually identical. These results indicate that the strong 
circumferential gradients from the first stator have spread 
across most of the channel by the second stator leading edge 
to the extent that their impact on heat transfer is minimal. 
Finally, data were also obtained at all five index locations with 
the turbulence grid in. The grid-in and grid-out results were 
very close, indicating that the influence of inlet turbulence was 
restricted to the first stage. 

The boundary layer analysis chosen for the present assess­
ment was the "ABLE" code of Carter et al. (1982). This is 
an efficient and versatile calculation for laminar, transitional, 
and turbulent flow. A number of options for the transition 
and turbulence models are incorporated in the code. In the 
present assessment two such models have been evaluated. The 
first was the algebraic turbulence model of Cebeci and Smith 
(1974), the second was that of McDonald et al. (1973, 1974). 
The McDonald analysis includes models for both transitional 
and turbulent flow, both of which are functions of the imposed 
free-stream turbulence. With this model the level of free-stream 
turbulence controls both the onset and the length of transition. 
The turbulent Prandtl number profile used in the present com­
parison was not that of McDonald and Kreskovsky (1974) but 
rather a profile based on the measurements of Blair (1982). 
The effect of this modified turbulent Prandtl number profile 
was to increase the predicted Stanton numbers slightly begin­
ning in the transitional region and continuing through the 
turbulent zone. The increase was typically 6 percent in the 
turbulent region. 
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Fig. 9 Analytical/experimental comparisons for the first-stage airfoils 

The analytical/experimental comparisons for this assess­
ment are shown in Fig. 9 for the first-stage stator and rotor. 
The comparisons are all for the data acquired in the 65 percent 
axial gap configuration both with and without the turbulence 
generating grid. Each of the figures includes a laminar pre­
diction up to laminar separation indicated by "L," a fully 
turbulent prediction (using the Cebeci and Smith, 1974, model), 
indicated by "T," and a family of transitional predictions 
(using the model of McDonald and Kreskovsky, 1974, with 
the turbulent Prandtl number profile of Blair, 1982) indicated 
by the level of the free-stream turbulence used in each cal­
culation. On the pressure surfaces the transitional predictions 
for free-stream turbulences up to 10 percent were generally 
very close to the laminar predictions. On the suction surfaces 
increasing the free-stream turbulence produced a monotonic 
upstream movement of transition. 

On the pressure surfaces of the three airfoils reasonable 
agreement between the measured and the computed results was 
only obtained on the first stator with the grid-out. With the 
grid-in the measured data were far above even the fully tur­
bulent prediction. Similarly the pressure surface data for the 
rotor and the second stator were far above the fully turbulent 
predictions both with and without the grid. 

On the suction surfaces of the airfoils the agreement between 
the measured and computed results was generally unsatisfac­
tory for both the cases with and without the grid. The best 
agreement was obtained on the rotor for the case with the grid-
in. In this case after transition the data were in good agreement 
with the fully turbulent prediction. On the first stator the 
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transition predictions were in poor agreement with the data in 
spite of the relatively benign inflow condition, i.e., without 
an upstream airfoil row. On the rotor the predictions of tran­
sition were also poor. This may be related to the wakes of the 
upstream stator but this is unlikely since the rotor Stanton 
number distribution varied only slightly for large changes in 
the stator/rotor axial gap. 

Conclusions 
A combined experimental and analytical program has been 

conducted to examine the impact of the following variables 
on turbine airfoil midspan heat transfer. 

• turbine inlet turbulence (0.5 and 10 percent) 
• stator 1/rotor axial spacing (15 and 65 percent) 
• relative stator 1/stator 2 circumferential position. 
It was demonstrated that while turbine inlet turbulence can 

have a very strong impact on the first stator heat transfer, its 
impact in downstream rows is minimal. The effects on heat 
transfer produced by relatively large changes in stator/rotor 
spacing or by changing the relative row-to-row circumferential 
positions of stators were very small. Specific conclusions and 
observations are listed below. 

1 Steady aerodynamic documentation measurements in­
dicated that the turbine model airfoil midspan pressure dis­
tributions were in good agreement with two-dimensional 
potential flow and that they were essentially unaffected by 
either the turbulence generating grid or the axial gaps between 
the airfoil rows. It was also observed that the turbulence-
generating grid had no significant impact on the circumfer­
ential distributions of flow speed downstream of each row of 
airfoils. The conclusion reached here was that the midspan 
aerodynamics in this experiment were well behaved and that 
the heat transfer results would be typical of those of a well-
designed turbine. 

2 Measurements of the streamwise fluctuating component 
of the turbine inlet velocity indicated that the turbulence in­
tensity just upstream of the first stator leading edge was 0.5 
percent without the turbulence-generating grid and 9.8 percent 
with the grid installed. At the rotor exit and at the second 
stator exit, however, the change in unsteadiness level due to 
the grid was insignificant. The performance of the present 
turbulence-generating grid was in excellent agreement with the 
performance of similar biplane grids and the spectral distri­
bution of the grid generated turbulence was in excellent agree­
ment with the von Karman spectrum, a result typical of fully 
developed grid-generated turbulence. 

3 The heat transfer distributions measured on the first 
stator, rotor, and second stator for the design flow coefficient 
and with no turbulence grid indicate that there was a pro­
gressive and significant increase in the complexity of the flow 
as it proceeded through the turbine. At the first stator the 
measured heat transfer distribution was very well described by 
two-dimensional laminar and turbulent boundary layer pre­
dictions. These predictions worked reasonably well for the 
leading edge region and suction surface of the rotor but quite 
poorly for the rotor pressure surface and for both surfaces of 
the second stator. Secondary flows, unsteadiness, and tur­
bulence generated by each successive airfoil row appear to have 
made the flow less and less well described by a two-dimensional 
boundary layer analysis. 

4 The impact of high inlet turbulence on the first stator 
heat transfer distribution was dramatic with significant in­
creases of heat transfer on the leading edge and along both 
the suction and pressure surfaces. On the suction surface the 
increased turbulence moved the location of transition well up­
stream from S/Bx ~ 1.0 to S/Bx = 0.3. For this high level of 
turbulence, then, transition occurred in a region of accelerating 
flow instead of near the minimum pressure. The effect of the 
higher turbulence level was also very evident along the first 

stator pressure surface. For the low-turbulence case the heat 
transfer was essentially laminar while with high turbulence the 
measured heat transfer was as much as 60 percent greater than 
the two-dimensional fully turbulent prediction. 

5 On the rotor the effects produced by increasing the inlet 
turbulence were much less dramatic than for the first stator. 
On the rotor suction surface, transition appears to have moved 
upstream to S/Bx = 0.2 with the increased turbulence level. 
Changes downstream of transition in the fully turbulent region 
were negligible. The only region of the rotor pressure surface 
that showed any effects from the increased turbulence was 
close to the leading edge (-0.5 < S/Bx < 0). 

6 Changes to the stator-rotor axial spacing produced neg­
ligible effects on the heat transfer distributions on both the 
stator and the rotor. This same insensitivity to spacing resulted 
for both the grid-in and grid-out test conditions. 

7 The effects associated with stator 1/stator 2 relative lo­
cation appear to have been minor. The data for all five index 
locations were virtually identical, both with and without the 
turbulence grid installed. These results indicate that the strong 
circumferential gradients from the first stator had spread across 
most of the channel by the second stator leading edge to the 
extent that their impact on heat transfer was minimal. 

8 The impact of changing the turbine inlet turbulence level 
on the stator 2 heat transfer was negligible. This was expected 
since the baseline second stator flow field was so highly dis­
turbed even in the absence of the turbulence grid. 
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The Effects of Turbulence and 
Stator/Rotor Interactions on 
Turbine Heat Transfer: Part II— 
Effects of Reynolds Number and 
Incidence 
Part I of this paper presents airfoil heat transfer data obtained in a rotating turbine 
model at its design rotor incidence. This portion of the paper presents heat transfer 
data obtained in the same model for various combinations of Reynolds number and 
inlet turbulence and for a very wide range of rotor incidence. On the suction surfaces 
of the first-stage airfoils the locations and lengths of transition were influenced by 
both the inlet turbulence level and the Reynolds number. In addition it was dem­
onstrated that on the first-stage pressure surfaces combinations of high Reynolds 
number and high turbulence can produce heat transfer rates well in excess of two-
dimensional turbulent flow. Rotor heat transfer distributions indicate that for rel­
atively small deviations from the design incidence, local changes to the heat transfer 
distributions were produced on both pressure and suction sides near the stagnation 
region. For extremely large negative incidence the flow was completely separated 
from the rotor pressure surface, producing very high local heat transfer. 

Introduction 
The importance of accurate prediction of boundary layer 

development and heat transfer on gas turbine airfoils is rec­
ognized throughout the industry. Enormous efforts have been 
expended to develop both analytical and empirical tools to 
achieve this end. This present program was conducted to pro­
duce a set of thoroughly documented, accurate turbine airfoil 
heat transfer data that could be employed to develop and 
validate these predictive tools. The data of this present program 
were obtained in a large-scale, low-speed, rotating turbine 
model that realistically simulated the geometry, velocity tri­
angles, velocity distributions, and Reynolds numbers of mod­
ern aircraft turbines. The data presented in Part I of this paper 
were all obtained for the turbine model operating at design 
rotor incidence and at a single throughflow velocity (Reynolds 
number). Included in Part I were descriptions of the inlet mean 
and fluctuating velocity fields. 

As part of this study heat transfer distribution data were 
obtained over a range of airfoil Reynolds numbers for both 
high and low inlet turbulence intensity levels. A wide variety 
of factors affecting local boundary layer development were 
produced through these Reynolds number variations. Data 
were obtained for both rotating and nonrotating airfoils for 

Contributed by the International Gas Turbine Institute and presented at the 
33rd International Gas Turbine and Aeroengine Congress and Exhibition, Am­
sterdam, The Netherlands, June 5-9, 1988. Manuscript received by the Inter­
national Gas Turbine Institute September 15, 1987. Paper No. 88-GT-5. 

various combinations of distributions of local acceleration fac­
tor, surface curvature, momentum thickness Reynolds num­
ber, and mainstream turbulence level. It is anticipated that 
these data sets will prove useful for the development of bound­
ary layer codes for turbine airfoil applications. 

In addition to the multiple-Reynolds number data, heat 
transfer distributions were also measured for an extremely wide 
range of rotor flow incidence. These results reflect operation 
at severe-off-design conditions and were examined to deter­
mine the impact on heat transfer for such extreme excursions. 
These off-design incidence cases should be useful for evalu­
ation of codes designed to compute massive airfoil boundary 
layer separation. 

The final purpose of the test program was to isolate and 
explore the role of rotation on airfoil heat transfer. It is widely 
known in the industry that certain aircraft engine airfoils seem 
to experience local exterior heat loads far in excess of what 
would be predicted by a two-dimensional boundary layer com­
putation. The data of Lokay and Trushin (1970) raised sus­
picions that some mechanism intrinsic to rotation could strongly 
increase heat transfer and account for at least some of the 
anomalous high heat loads. The effects of rotation could be 
isolated in this study because detailed cascade heat transfer 
distribution data already existed for the rotor airfoil (Graziani 
et al., 1980). The existing cascade data and these new rotating 
airfoil data thus presented an opportunity for a direct com­
parison between similar rotating and stationary distributions. 
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Relative flow 
Incidence angle 

i°=(/3-/3ref) y 

Table 1 
Flow 

coefficient 
(t/„/t/,„ref) (Cyc^ref) 

+ 5 
0 

-5 
-15 
-25 
-35 
-45 

35 
40 
45 
55 
65 
75 
85 

0.96 
0.78 
0.68 
0.56 
0.50 
0.45 
0.42 

0.81 
1.00 
1.15 
1.39 
1.56 
1.73 
1.73 

1.00 
1.00 
1.00 
1.00 
1.00 
1.00 
0.93 

A comprehensive report of this experiment is given by Dring 
et al. (1986a). This report contains detailed descriptions of the 
experimental apparatus, instrumentation, and techniques em­
ployed. In addition, Dring et al. (1986b, 1986c, 1986d) present 
the tabulated heat transfer and aerodynamic data. 

Test Conditions 
All data presented in Part I of this paper were obtained near 

the maximum (rig limit) turbine model inlet velocity and at 
the design rotor incidence. The airfoil Reynolds numbers, based 
on axial chord and exit velocity and density, for these near 
maximum velocity cases will be referred to here as NOMINAL 
(ReN0M)- F° r typical rig inlet conditions the first-stage NOM­
INAL Reynolds numbers were: Stator 1—ReNOM = 6.45 x 
105; and Rotor—ReN0M = 5.79 x 105. This portion of the 
paper (Part II) presents airfoil heat transfer data obtained for 
various combinations of Reynolds number, high or low inlet 
turbulence, and a wide range of rotor incidence. 

The effects of Reynolds number variation on the heat trans­
fer were investigated with the turbine model operating at its 
design incidence value. These tests were conducted with the 
turbine model configured as a single-stage machine with a 15 
percent Bx stator 1 /rotor axial gap. Reynolds number variation 
was achieved by reducing the inlet flow velocity and setting 
the rotor rotational speed proportionally. For the first stator, 
heat transfer data were obtained for three Reynolds numbers 
(63 percent to NOM) with the turbulence grid out and for seven 
Reynolds numbers (37 percent to NOM) with the grid in. On 
the rotor, heat transfer data were recorded for five Reynolds 
numbers (35 percent to NOM) both with and without the tur­
bulence grid installed. 

Testing was also conducted to determine the impact of rotor 
incidence variation on the first-stage airfoil heat transfer dis­
tributions. For this series of tests the turbine model was con­
figured as a 1 1/2 stage machine with 65 percent Bx stator 1/ 
rotor and 63 percent rotor/stator 2 axial gaps. Here incidence 
is defined as the change in the rotor relative inlet flow angle 
(0) from its value at the nominal design, or reference conditions 
((3ref = 40 deg). It should be pointed out, however, that the 
design relative angle (/3ref) is slightly larger than the leading 
edge mean camber line relative angle 03, ,„ = 42.2 deg). In­
cidence variation was produced by changing the rotor rota­
tional speed for a fixed turbine inlet flow velocity. The single 
exception to this was for the most extreme negative incidence 
case (-45 deg), which would have required a rotor rotational 
speed in excess of the maximum safe rig limit. This extreme 
incidence case was produced by dropping the turbine inlet 
velocity with the rig rotation speed held at its maximum safe 

f¥mr<rv^rrwf 

p 
35 

40 

45 

THEORY 

: 
DATA 

B €> 
D O 
a o 

' V» o 
• w - w m " Infti«%fr 

J _ _L 
0 0.2 0.4 0.6 0.8 1.0 

X/Bx 

Fig. 1 Rotor pressure distributions for </> = 0.68, 0.78, and 0.96 

value (700 rpm). Table 1 lists the various incidence values and 
relative rotational and throughflow velocities for which heat 
transfer data were obtained. 

Extensive aerodynamic testing of this model (over the same 
range of off-design incidence values explored in this present 
study) was conducted in an earlier investigation (Joslyn and 
Dring, 1983). Although aerodynamic documentation was not 
repeated for all the present test cases, midspan airfoil pressure 
distributions obtained at three incidence values (/3 = 35, 40, 
and 45 deg) were in excellent agreement with the equivalent 
earlier data sets. The rotor midspan distributions for these 
three incidences are presented in Fig. 1. 

For p = 35 deg (Fig. 1), the flow on the rotor suction surface 
underwent a strong overspeed near the leading edge and de­
celerated to the trailing edge. The suction surface overspeed 
resulted from the inlet flow being at nearly 5 deg positive 
incidence relative to that at the nominal design point. At /3 = 
40 and 45 deg there was a slight overspeed in the flow near 
the leading edge on both the pressure and suction surfaces. 
The pressure surface leading edge overspeed was more pro­
nounced at /3 = 45 deg where the inlet flow was at 5 deg 
negative incidence relative to that at the nominal design point. 
Overall, the steady-state flow over the rotor was weakly de­
pendent on axial spacing and inlet turbulence. There was, 
however, a strong dependence on the relative inlet flow angle. 

Results 

Effects of Reynolds Number. Heat transfer distributions 
obtained for the first stator with the turbulence grid out are 
presented in Fig. 2 for Re (based on axial chord and exit 
conditions) = 41 to 65 x 104. Each of the measured data sets 
is shown compared to the predicted two-dimensional heat 
transfer distribution for that particular Reynolds number. On 
the pressure surface, agreement with the fully laminar predic­
tion was excellent for all three Reynolds numbers. Evidence 
of possible boundary layer transition near the pressure surface 

Nomenclature 

Bx = airfoil axial chord 
CP = pressure coefficient 

P = static pressure 
PT = total pressure 
Re = Reynolds number based on 

axial chord and exit flow 
conditions 

S = surface arc length 
X = axial distance from the stator 

1 leading edge 

/3 = relative yaw flow angle 
Subscripts 

1 = stator 1 inlet station 
2 = stator 1 exit station 
3 = rotor exit stator 
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Fig. 3 Effect of Reynolds number on the rotor heat transfer, design 
flow coefficient, grid out 

trailing edge progressively decreased with decreasing Reynolds 
number. On the suction surface the agreement between the 
laminar prediction and upstream half of the data was also 
excellent in all cases. A careful examination of the data near 
S/Bx = 1 indicates that transition moved progressively, albeit 
slightly, downstream as Re decreased. Finally for S/Bx > 1 
both the highest and lowest Re data agreed very well with the 
two-dimensional fully turbulent prediction. For Re = 52 x 
104 an anomolous discrepancy of about 10 percent between 
theory and data is present for this region. One possible ex­
planation for this difference is that an undetected shift in model 
heat flux occurred during the process of data acquisition. The 
results of Fig. 2 can be interpreted as a confirmation that the 
facility, turbine model, and instrumentation system all behaved 
as expected. As the Reynolds number changed for this relatively 
ideal (low turbulence) first stator flow the data and the theory 
remained in excellent agreement. 

The rotor heat transfer distributions for the grid-out con­
figuration are presented in Fig. 3 for Re = 29-58 x 104. Each 
data set is again shown compared with the two-dimensional 
prediction for that particular Re. Note that the computed heat 
transfer distributions are for fully turbulent flow. Unlike the 
first stator (Fig. 2) there were no regions of laminar heat 

transfer on the rotor. On the suction surface there was an 
increasingly significant, both in size and heat transfer level, 
transitional region as the Reynolds number dropped. For all 
cases, however, the suction surface heat transfer data agreed 
reasonably well with the two-dimensional, fully turbulent 
boundary layer prediction in the trailing edge region. 

The pressure surface heat transfer distributions shown in 
Fig. 3 reveal a strong dependence on the Reynolds number. 
At the largest Reynolds number the pressure surface heat trans­
fer is significantly higher (by 50 to 80 percent) than the fully 
turbulent prediction. As the Reynolds number drops, the data 
approach the turbulent predictions. Discussion of this pressure-
surface phenomenon will follow as more examples are pre­
sented. 

The next figure (Fig. 4) displays the impact of Reynolds 
number on the first stator transfer distribution with high inlet 
turbulence. The first stator distributions with the turbulence 
grid in are given for four Reynolds numbers ranging from 2.4 
to 6.4 x 105. On the suction surface Fig. 4 shows an orderly, 
progressive downstream movement of the transition zone with 
decreasing Reynolds number. As the Reynolds number de­
creased the length of the near-laminar heat transfer zone in­
creased and the length of the fully turbulent zone contracted. 
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On the pressure surface the data sets can be separated into 
two groups. For Re > 4.0 x 105 the measured heat transfer 
exceeded each fully turbulent prediction, while for Re < 4.0 
x 106 there was near agreement between the data sets and the 
respective two-dimensional predictions. 

For the rotor heat transfer distributions measured with the 
turbulence grid in, the results (not shown) were similar to those 
of the first stator. On the suction surface, for the highest 
Reynolds number, the data and fully turbulent prediction 
agreed for the entire chord. As Reynolds number decreased a 
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Fig. 5 Rotor-averaged suction (S) and pressure (P) surface heat transfer, 
^ = -0.78,15 percent gap 

progressively growing zone of transitional flow developed and 
the region of fully turbulent heat transfer decreased. On the 
pressure surface the sharp rise in heat transfer near the trailing 
edge steadily decreased with the Reynolds number. Although 
the differences between the fully turbulent predictions and the 
respective pressure surface data decreased with falling 
Reynolds number there was no case that provided good agree­
ment along the entire pressure surface. Specifically, the data 
in the region around S/Bx = -0.4 were always about 40 
percent above the prediction. 

Pressure Surface Heat Transfer. A large number of ex­
amples have been presented here in which pressure surface heat 
transfer rates significantly exceeded predicted two-dimen­
sional, fully turbulent transport. For the first stator, heat trans­
fer rates in excess of fully turbulent were demonstrated for 
high Reynolds numbers and high inlet turbulence (Fig. 4). For 
the rotor, very high-pressure surface heat transfer was docu­
mented for high Reynolds number-low inlet turbulence flow 
(Fig. 3) and for all Reynolds numbers with high inlet turbu­
lence. These results indicate that there can be an interaction 
between the effects of concave surface curvature, Reynolds 
number, and the level of free-stream disturbance producing 
heat transfer far in excess of fully turbulent. Because the var­
iation of the Reynolds number for these tests was produced 
by changing the velocity, the variations affected both the sur­
face momentum thickness distributions and the local boundary 
layer acceleration parameter, K — v/U1 dU/dx. For a fixed 
location on any particular airfoil, then, there was a reduction 
in Re, and an increase in K as the Reynolds number dropped. 
One possibility is that for certain critical combinations of con­
cave surface curvature, Refl, K, and free-stream disturbance 
level, important Goertler vortex systems are produced in the 
boundary layer. Perhaps the development of these systems is 
suppressed for subcritical situations and two-dimensional, fully 
turbulent flow results. Whatever the physical cause of this 
phenomenon, similar effects have been observed by other in­
vestigators. Both Consigny and Richards (1982) and Daniels 
and Browne (1981) reported pressure surface heat transfer rates 
well in excess of fully turbulent values. 

Enhanced pressure-surface heat transfer is illustrated in an­
other format in Fig. 5 in which the rotor surface-average Stan­
ton numbers are plotted as a function of chord Reynolds 
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number. Suction (S) and pressure (P) surface data are shown 
as the symbols along with the fully turbulent (T) predictions. 
For the suction surface, both the absolute values and trends 
of the measured average Stanton numbers were in generally 
good agreement with the prediction. The pressure surface re­
sults, however, display a trend of increasing Stanton number 
with increasing Reynolds number both with and without the 
grid installed. At the highest Reynolds number with the grid 
installed the average pressure surface Stanton number is 80 
percent greater than the fully turbulent prediction (and 50 
percent higher with the grid out). 

Effects of Rotor Incidence. The effects of rotor incidence 
on airfoil heat transfer were examined for a range of off-design 
conditions by holding the facility through-flow velocity (Cx) 
constant and adjusting the rotor speed (U) (see Table 1). Al­
though the rotor inlet relative velocity was a function of in­
cidence, the rotor exit relative velocity was essentially invariant. 
All of the Stanton number distributions presented here are 
based upon airfoil exit conditions so it is possible to make a 
comparison between heat transfer distributions obtained at 
different incidences. It had been observed in previous flow 
visualization tests with this rotor (Joslyn and Dring, 1983) that 
the airfoil had attached boundary layers over the incidence 
range from /3 = 35 deg down to 55 deg. At /3 = 65 deg and 
below a separation bubble appeared on the rotor pressure 
surface near the leading edge. This bubble grew with further 

reductions in flow coefficient. At /3 = 85 deg the bubble had 
grown to about midchord. 

Rotor heat transfer distributions obtained over a relatively 
small range of incidence are presented in Fig. 6(a) for the grid-
out condition. Distributions for the more extreme values of 
incidence are presented in Fig. 6(b), again for low inlet tur­
bulence. To avoid crowding only the design incidence theo­
retical heat transfer distribution is presented for each figure. 
Note that the data for /3 = 35 deg are given in both Figs. 6(a) 
and 6(b) for purposes of comparison. 

Because of the symbol size and large quantity of data pre­
sented in Figs. 6(a, b), some of the incidence-related heat 
transfer effects are difficult to discern. Readers particularly 
interested in these incidence effects should consult Dring et al. 
(1986a, 1986b, 1986c). 

The data of Fig. 6(a) indicate that: (1) the heat transfer rates 
near the trailing edge on both the pressure and suction surfaces 
were independent of incidence, (2), the peak stagnation region 
(S/Bx = 0) heat transfer depended on the incidence as a con­
sequence of the changing relative inlet velocity, and (3) there 
were local effects on both the pressure and suction sides near 
the stagnation region that were dependent on the incident flow 
speed and angle. Note the effects on the rotor suction surface 
near S/Bx = 0.3. As /3 decreased a region of very high local 
Stanton number resulted at this location. The basic cause of 
this spike in heat transfer is the suction surface overspeed (Fig. 
la), the strength of which is a function of the incidence. At /3 
= 45 deg there was only a slight overspeed followed by a 
favorable pressure gradient to midchord, while for (3 = 35 deg 
the suction surface overspeed location has by far the highest 
velocity on the airfoil and is followed by a strong adverse 
pressure gradient. For /3 = 35 deg the boundary layer is ap­
parently unable to negotiate the adverse pressure gradient, 
separates, passes through a very short transition, and reat­
taches as a high-speed fully turbulent layer. For (3 = 45 deg 
the boundary layer experiences an extended transition length 
through the favorable pressure gradient to near midchord. A 
much subdued version of this same phenomenon can be seen 
on the pressure surface where the most severe overspeed (S/ 
Bx ~ 0.1) occurs for 8 = 45 deg. 

Rotor heat transfer distributions obtained for extremely large 
values of negative incidence are presented in Fig. 6(b). On the 
suction surface, for S/Bx < 0.7, the local Stanton numbers 
decreased with increasingly negative incidence until they ap­
proached laminar heat transfer rates. 

On the pressure surface there was a continuous, systematic 
increase in Stanton numbers through the entire range of test 
incidences. The appearance of the distributions of Fig. 6(b) 
suggests that for B > 65 deg the flow was separated from the 
pressure surface. At these extreme negative incidence values 
the heat transfer was evidently dominated by a large, possibly 
unsteady, pressure surface separation bubble observed to start 
at 6 = 65 deg and to grow in chordal extent as 8 was increased. 

Examination of first stator heat transfer data for these tests 
indicates that changing the incidence had no significant impact 
on the distributions. In addition it was observed on the rotor 
that for modest variations in incidence (± 5 deg) the addition 
of free-stream turbulence tended to reduce the relative im­
portance of the incidence effects. With the high inlet turbu­
lence, nearly the entire suction surface was fully turbulent, 
while the pressure surface distributions nearly collapsed to a 
single curve. No data were taken at extreme negative incidence 
with the turbulence grid installed. 

Comparison of Rotor and Plane Cascade Data. Surface 
heat transfer distribution data were obtained in an earlier in­
vestigation in a cascade with the same rotor airfoil geometry 
used in this present program. The earlier data were obtained 
in a large-scale plane cascade and were published by Graziani 
et al. (1980). In brief, the cascade test airfoils had an axial 
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Fig. 7 Measured and predicted heat transfer distributions for the rotor 
and the same airfoil geometry installed in a plane cascade 

chord of 11.08 in. and an aspect ratio and solidity near unity. 
The cascade inlet angle was 44.6 deg so the airfoil incidence 
was nearly identical to that for the cases in the present study 
with (S = 45 deg. The cascade heat transfer data were obtained 
for an exit Reynolds number of 8.8 x 105 and for two values 
of endwall boundary layer thickness. The heat transfer data 
of the cascade study were measured using an electrically-heated-
wall/thermocouple system similar in principle to that used for 
the present study. Only a very limited number of data points 
were obtained in the leading edge region of the cascade. 

A comparison of the heat transfer distribution measured in 
the cascade with thin endwall boundary layers with the data 
obtained in the rotor of the present study is presented in Fig. 
7. These two data sets were obtained at somewhat different 
Reynolds numbers so the predicted heat transfer distributions 
are given for both conditions. An examination of Fig. 7 in­
dicates that, on the suction surface, transition was somewhat 
earlier for the rotating case than for the cascade. This result 
is not surprising as the disturbance level for the rotating blade 
was considerably higher than the 1 percent turbulence level at 
the entrance of the cascade. When allowance is made for the 
effect of Reynolds number, the post-transitional (S/Bx > 0.8) 
results for the rotating and cascade tests were practically iden­
tical. There was, however, a significant difference between the 
heat transfer distributions measured on the pressure surface 
with the cascade data falling well below the set from the ro­
tating blade. This provides an additional piece of evidence, 
which indicates that strong enhancement of fully turbulent, 
concave surface heat transfer may only occur for high levels 
of free-stream disturbance. The surface (pressure and suction) 
average Stanton numbers for the cascade results are plotted 
in Fig. 5. The cascade results are seen to be consistent with 

the rotating rig data when the difference in Reynolds number 
and inlet turbulence (unsteadiness) are accounted for. The 
major difference between the rotating and nonrotating airfoil 
midspan heat transfer distributions was the considerably higher 
levels on the pressure surface of the rotating airfoil. There is 
no evidence in the present results that this difference is directly 
related to the effects of rotation (e.g., Coriolis or centrifugal 
effects). 

Conclusions 
A combined experimental and analytical program has been 

conducted to examine the impact of the following variables 
on turbine airfoil midspan heat transfer: 

9 Reynolds number (flow speed) 
• turbine inlet turbulence (0.5 and 10 percent) 
• flow coefficient (airfoil incidence) 
• rotation (rotor versus cascade) 
It was observed that combinations of unsteadiness, high 

Reynolds number, and concave curvature can produce pressure 
surface heat transfer distributions well in excess of fully tur­
bulent levels. It was also shown that large boundary layer 
separation bubbles produced by severe incidence angles could 
also cause large increases in heat transfer. There was no evi­
dence that rotation effects, per se, effected airfoil heat transfer. 
The most important conclusion reached was that pressure sur­
face heat transfer could be well in excess of design predictions 
due to both combustor- and turbine-generated unsteadiness. 
Specific conclusions are listed below. 

1 Heat transfer distributions were measured on the first 
stator and rotor with no turbulence grid over a range of 
Reynolds numbers. These data indicate that on the suction 
surfaces on each airfoil there was an increasingly significant 
transitional region as the Reynolds number dropped. For all 
cases, however, the suction surface heat transfer data agreed 
reasonably well with two-dimensional, fully turbulent bound­
ary layer predictions in the trailing edge region. Laminar heat 
transfer rates were measured for the entire stator 1 pressure 
surface for all test Reynolds numbers. On the rotor pressure 
surface the measured heat transfer exceeded predicted fully 
turbulent rates, the magnitude of the excess increasing with 
Reynolds numbers. 

2 For the grid-in cases the suction surface data on both 
the stator and rotor indicate a progressively growing transi­
tional zone as the Reynolds number dropped. On the pressure 
surfaces heat transfer rates well in excess of fully turbulent 
predictions were measured for all cases except for the first 
stator at the lowest test Reynolds number. 

3 The first stator and rotor pressure surface heat transfer 
distributions indicate that for certain regimes of the test matrix 
there was an interaction between the effects of concave surface 
curvature, Reynolds number, and the level of free-stream dis­
turbance that can produce heat transfer far in excess of fully 
turbulent. One possibility is that for certain critical combi­
nations of concave surface curvature, Re8) acceleration, and 
free-stream disturbance level, important Goertler vortex sys­
tems are produced in the boundary layer. 

4 Rotor heat transfer distributions obtained over a rela­
tively small (near design) range of rotor incidence indicate that: 
(1) the heat transfer rates near the trailing edge on both the 
pressure and suction surfaces were independent of incidence, 
(2) the peak stagnation region (S/Bx = 0) heat transfer depends 
on the incidence as a consequence of the changing relative inlet 
velocity, and (3) there were local effects on both the pressure 
and suction sides near the stagnation region that were de­
pendent on the incidence. 

5 Rotor heat transfer distributions obtained for extreme 
negative incidence indicated that for /S > 65 deg the flow was 
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separated from the pressure surface. At these extreme negative 
incidence values the heat transfer was evidently dominated by 
a large, possibly unsteady, pressure surface separation bubble 
observed to start at /3 = 65 deg and to grow in chordal extend 
as (3 was increased. 

6 The rotor heat transfer distributions obtained in the pres­
ent program were compared with data obtained for the same 
airfoil section in a plane cascade. This comparison indicated 
that if the rotating and nonrotating tests had been conducted 
at the same Reynolds number and inlet turbulence levels the 
heat transfer distributions would have been nearly identical. 
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